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Notation

\( \triangleq \) defined as

\( A \) matrix
\( x \) row or column vector
\( I \) identity matrix
\( O \) zero matrix
\( A^T \) transpose of \( A \)
\( A^{-1} \) inverse of \( A \)

\( G(s) \) continuous-time system
\( G[z] \) discrete-time system
\( x(t) \) continuous-time signal
\( x[i] \) discrete-time signal

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\triangleq C(zI - A)^{-1}B + D : \text{shorthand for state space realization}
\]

\( R^n \) the set of real \( n \)-dimensional vectors
\( R^{n \times m} \) the set of \( n \times m \) real matrices
\( RH_\infty \) the set of proper and stable rational functions

\( \| \cdot \| \) norm of vector or matrix
\( \| x \|_2 \triangleq \sqrt{\sum_{i=1}^{n} |x_i|^2} : \text{the 2-norm of vector} \ x \)
\( \| A \|_F \triangleq \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{m} |a_{ij}|^2} : \text{the Frobenius norm of matrix} \ A \)

\( Z[z] \) \( z \)-transformation
Chapter 1

Introduction

1.1 Background of the Research

Owing to recent developments of the computer and interface hardware, digital controllers are utilized for controlling almost all mechanical systems such as robots, motors, machine tools, and hard disk drives, because of cost, reliability, flexibility, compactness, etc.

A generalized digital control system is shown in Fig. 1.1, where $P_c(s)$ is a continuous-time plant to be controlled, $C[z]$ is a discrete-time controller implemented in digital computer. $d(t)$ and $n(t)$ are disturbance and measurement noise, respectively. Because the discrete-time controller has to deal with continuous-time signals in the digital control systems, it needs to have two samplers $S$ for the reference signal $r(t)$ and the output $y(t)$, and one holder $H$ on the input $u(t)$\(^1\). Therefore, there exist three time periods $T_r, T_y,$ and $T_u$.

\[ P_c(s) = \begin{align*}
S \quad & (T_r) \quad & \begin{array}{c}
\mathcal{H} \quad & (T_u) \\
\mathcal{S} \quad & (T_y)
\end{array} \quad \begin{array}{c}
\times \quad & \begin{array}{c}
d(t) \\
+ \begin{array}{c}
n(t)
\end{array}
\end{array}
\end{align*}
\]

Figure 1.1: Digital control system.

\(^1\)The reference signal is often given as a discrete-time signal $r[i]$. However, in this dissertation, it is assumed to be a continuous-time signal $r(t)$, and a sampler of the reference input is introduced in order to construct general framework of multirate sampling control and to consider the intersample response.
which represent the periods of \( r(t) \), \( y(t) \), and \( u(t) \), respectively. The input period \( T_u \) is generally decided by the speed of the actuator, D/A converter, or the calculation on the CPU. Moreover, the output period \( T_y \) is also determined by the speed of the sensor or the A/D converter.

Actual control systems usually hold hardware restrictions on these periods (\( T_u \) and/or \( T_y \)). Moreover, in case of multivariable systems, there exist many time periods. However, the conventional digital control systems make all periods equal to the longest period for simplification. On the other hand, the multirate sampling control systems have been studied from the point of view both of control theories and practical applications.

### 1.1.1 Theoretical Background

The range of theoretical research on digital controllers is very wide especially in the last several decades. But, as to the subjects related to this dissertation, recent theoretical advances are as follows [1].

1. **Non-conventional digital controllers**: general holds, general samplers, multirate control, time varying control, and periodically time varying control

2. **Advanced sampled-data control theory**: consideration of intersample response, lifting, fast sample and fast hold approximation, and sampled-data \( H_2 \) and \( H_\infty \) problems.

#### Non-conventional digital controllers

Recently, non conventional digital controllers have been studied not only for multirate controller but also for general hold circuits, general samplers, and time varying controllers by many control theorists. Historically, the generalized hold is firstly introduced in [2]. Thus, this work should be reviewed here before multirate control theory is discussed.

As shown in Fig. 1.2, in the generalized hold approach, the control input is generated by

\[
  u(t) = \sum_{i=0}^{\infty} h(t - iT_f)u[i],
\]

where \( h(t) \) is an arbitrary hold function and \( T_f \) is a frame period. This function is also called the Chammas-Leondes’ generalized hold [1]. Utilizing the hold function as a design parameter, it is possible to assign all poles only by the gain output feedback without the state observer. This approach was extended to feedforward control in [3], of \( y(t) \).
where simultaneous pole assignment, exact model matching, decoupling, and optimal noise rejection are successfully realized.

However, in this method, an arbitrary waveform is assumed to be generated as the hold function \( h(t) \). In practice, it is very difficult to make arbitrary hold function because \( h(t) \) is generally composed of exponential and sinusoidal functions. Thus, in [4], [5] and [6], the pole assignment method was modified to the multirate hold, in which the control input is piecewise constant, as shown in Fig. 1.3. Because this scheme is easily implemented by ordinary D/A converters, the multirate hold is a practical solution of the generalized hold.

Moreover, it is possible to assign not only poles but also zeros by the generalized holds [3] and multirate holds [7, 8]. These results have brought great advantages because the discrete-time plant usually has unstable zeros in the conventional single-rate digital control system [9] and it is impossible to allocate zeros by feedback control.

On the other hand, the generalized samplers and multirate samplers have been developed in [1, 8, 10, 11], as dual schemes of generalized holds and multirate holds. In [10], an
equivalent state feedback with loop transfer recovery (LTR) property is proposed based on the multirate output control, in which the plant output is detected several times during one control period. Next, in [8], multirate output control is proposed, which diminishes all finite zeros and constructs stable inverse systems and output feedback controllers with LTR property.

Other than the above work, many non-conventional digital controllers including multirate sampling control have been developed from the point of view of the various concepts, such as strong stabilization [12, 13, 14], simultaneous stabilization and simultaneous pole assignment [12, 15], decentralized stabilization [16], adaptive control [17, 18], arbitrarily-large gain-margin [12, 19], parameterization of stabilizing multirate controllers [20, 21], and feedback linearization for nonlinear system [22]. These results are well surveyed in [1] which has more than 100 references.

To sum up, the non-conventional digital controllers including multirate controllers can have the clear advantages, over the conventional single-rate controllers and sometimes even over the linear time invariant continuous-time controllers [1]. However, [12, 23, 24, 25] have indicated the theoretical negative aspects of the multirate sampling control. First, [12, 23] have proved that the feedback characteristics such as disturbance rejection performance and stability robustness against unstructured uncertainty can never be improved by multirate control in cases without hardware restriction on sampling scheme ($T_y = T_u$). Second, [24] shows that the zero assign methods sometimes have disadvantages of large overshoot and oscillation in the inter-sample points because the control input changes back and forth very quickly. Third, the multirate control system often has very poor performance against detection noise and modeling error [1, 25]. As a result, the previous multirate sampling control theories did not have many applications even though the theoretical advantages were very interesting.

Advanced sampled-data control theory

After the non-conventional digital control theory was eagerly researched mainly in 1980s, advanced sampled-data control theory has been focused on and developed very rapidly [26, 27]. Especially from 1990, a lot of important work about this topic has been done, which has been stimulated by Chen and Francis [28, 29]. The advantage of this theory is that the intersample behavior can be directly considered and designed.

The problem setup of this framework is shown in Fig. 1.4, where $G(s)$ is a continuous-time generalized plant with weighting function, $C[z]$ is a discrete-time controller, $H$ is a zero-order hold, and $S$ is an ideal sampler. The exogenous input $w$ contains disturbances and reference signals, and the controlled output $z$ is the signal which should be made
small or zero. The control input $u$ is generated by the discrete-time controller, and the measured output $y$ is an input variable of the digital controller. This arrangement is called the hybrid system because it has both continuous-time and discrete-time signals.

The formulation of the advanced sampled-data theory is to find the digital controller $C[z]$ to minimize typically $H_2$ or $H_\infty$ norm from $w$ to $z$ [30, 31, 32, 33, 34]. One of the most important mathematical methods in this framework is so-called “lifting” technique which is introduced to deal with the difficulty of the hybrid system [35, 36]. In the lifting technique, the continuous-time signal is chopped at the sampling points $t = 0, T, 2T, \cdots$, and regarded as a sequence of functional segments, as shown in Fig. 1.5. By using this idea, the hybrid system can be transformed to the equivalent discrete-time system which preserves the norm.

Moreover, advanced sampled-data theory has been able to define the frequency response, which can take into account the intersample behavior [37, 38]. Because the calculation sometimes has numerical difficulty, [39] introduced the fast sample and fast hold (FSFH) approximation. In the FSFH method, the continuous-time signals $z$ is sampled...
at every $T/N$, and $w$ is held during $T/N$ [40]. Thus, the original hybrid system can be converted to the equivalent discrete-time system. The frequency response of FSFH system has been proved to converge to that of the original hybrid system when $N \to \infty$. This approximation is a practical and useful approach because it is applicable not only to the analysis of the frequency response but also to the $H_2$ and $H_\infty$ synthesis.

Moreover, this advanced sample-data theory is extended to the multirate control problem in [41, 42, 43]. Thus, we can say that advanced sampled-data theory is complete from the theoretical point of view.

However, in the present situation, this theory has solved only $H_2$ and $H_\infty$ control problems, although many advanced topics are still been studied [26]. Thus, it is not always applicable to all problems, since $H_2$ and $H_\infty$ synthesis is not always effective and it makes several assumptions in obtaining the solutions.

Moreover, because it is based on the small gain theorem to assure the stability robustness, the phase information of the uncertainty $\Delta$ is neglected, while the gain is assumed to be bounded $\|\Delta\|_{\infty} \leq 1$. Thus, the conservative controller is generally obtained. Because of this problem, in highly competitive industries such as the motion control systems of hard disk drives, the conservativeness of the small gain theorem is sometimes too restrictive [44], and conventional analysis remains based on the Nyquist diagram. Especially in the advanced sampled-data theory, analysis and synthesis based on the small gain theorem can be more conservative [45]. Thus, it is not always suitable to practical systems with highly demanding specifications such as very high speed and very high precision motion control systems.

Although this theory has been applied to several practical systems such as a pneumatic cylinder system [46] and hard disk drives [47, 48], more practical improvements such as in [49] will be desired in the future.

### 1.1.2 Practical Background

On the other hand, many applications have included the multirate sampling control. For example, in the head positioning system of hard disk drives, the head position is detected by the servo signal embedded in disks discretely, as shown in Fig. 1.6. Thus, the sampling frequency is restricted because it is determined by the rotational frequency and number of the servo signals. On the other hand, the control frequency of the actuator (voice coil motor) can be set faster than the sampling frequency of the head position. Therefore, multirate estimation and control have been applied to hard disk drives in [50, 51, 52, 53, 54, 55].

Another example is the visual servo system of robot manipulators. Although the
sampling period of the vision sensor such as a CCD camera is comparatively slow (over 33 \([\text{ms}]\)), the control period of the joint servo is very fast (less than 1 \([\text{ms}]\)). Therefore, multirate controllers have been developed and implemented in the visual servo systems [56, 57, 58].

The third example is the velocity or position control of industrial motors with low precision encoders. In these systems, the sampling period cannot be set too short, because the velocity information cannot be detected due to the low resolution of the encoder. Therefore, the instantaneous speed observer has been developed in [59], which estimates the inter-sample velocity with use of the discrete-time observer.

Next, the industrial control systems of servomotors have utilized multi-loop multirate sampling controllers, because the time constants of the current, velocity and position loops are quite different. Thus, it is a smart solution to set sampling periods of each control loop independently [60].

Moreover, multirate filter bank is one of the hot research topics in the field of signal processing. Recently, sampled-data control theory is applied to design of the filter banks based on the continuous-time signal [61, 62].

In recent years, high performance and high precision intelligent encoders are being developed which have signal possessors and communication equipment. If these encoders are implemented to the motion control systems, the sampling frequency is fixed to the communication speed. Thus, the multirate sampling control will play a more important role in the future practical motion control systems.
1.2 Motivations of the Dissertation

As mentioned above, multirate control systems have been very important in various areas of control engineering. However, these topics have been developed separately both in theory and application. The objective of this dissertation is to construct an integrated theory of multirate sampling control and to further develop it into practical control methods.

In the first part of this dissertation, generalized theoretical framework for multirate sampling control is constructed, which is based on novel control strategies of 1) perfect tracking control (PTC) by multirate feedforward control, 2) perfect disturbance rejection (PDR) control by multirate feedback control, and 3) perfect state matching (PSM) control by multirate sampling control. In the second part, the proposed theory is applied to the practical motion control systems such as servomotors of robot manipulators, hard disk drives, two-mass systems, and visual servo systems.

The proposed method makes use of the extra degree-of-freedom of control input provided by multirate control, in the same way as previous theoretical papers [4, 5, 6, 10]. But, the significant feature of the proposed framework is that all the plant states are directly controlled at every period by using the increased degree-of-freedom of the control input. Because of this novel methodology, the transient time response of the plant state becomes very smooth and ripple-free, and the control input is prevented from oscillating. From the knowledge of the deadbeat control [63], it is easily understood that plant state becomes ripple-free by controlling state variable. But, this dissertation makes a first attempt to apply it to the multirate control.

This concept of controlling state variables is very important from the practical point of view. In many practical problems, the transient response characteristics is sometimes much more important than optimizing a performance index [64], while recent control theory is focused on the optimization problem. Especially in motion control systems, the plant state includes the variables of position and velocity, and the control input generally corresponds to the force command. Thus, it is physically reasonable to control the plant state and control input to obtain desirable transient waveforms.

While recent control theories tend to depend on the numerical optimization by Riccati equation or linear matrix inequality (LMI), this dissertation tries to obtain not numerical solutions but analytical solutions if it is possible. Moreover, it takes up the challenge to construct simple and clear control schemes, which are intuitively understandable and easily applicable to practical motion control systems, because a complex and difficult control theory does not always obtain the best results in the real world [65].

As mentioned in section 1.1.1, the theory for multirate control systems has been studied
by many researchers, and many important results have already been obtained. However, this previous work has never paid attention to the hardware restriction on the sampling scheme. On the other hand, this dissertation makes first attempt to construct general framework for systems with hardware restrictions in the sampling scheme.

This dissertation also focuses on the intersample response and sometimes utilizes the fast sampling technique, following the advanced sampled-data theory. As mentioned in section 1.1.1, advanced sampled-data theory is applicable to the multirate system [41, 42, 43]. But, the solution does not let us know the physical advantage of the multirate sampling scheme, although it gives the mathematical optimization. However, by using the proposed method, we find that the essential and intuitive advantages of multirate control are 1) to compensate large phase delay generated by the zero-order hold, 2) to reject disturbance at intersample points, 3) to improve tracking performance without unstable zero problem, and 4) to control plant state directly at every period. As will be demonstrated in chapter 6, improvements introduced by multirate control are superior to those of optimizing intersample response. Thus, it can be said that this dissertation gives a breakthrough in control engineering.

The most important progress of recent control engineering is the robustness against plant uncertainty. This dissertation also takes care of this problem. But, in motion control systems, it has become possible to design robust servo system by simple ways such as the disturbance observer [66, 67]. Thus, these simple and practical methods are utilized in this dissertation.

1.3 Outline of the Dissertation

The outline of this dissertation is illustrated in Fig. 1.7. This dissertation consists of two parts: theory and applications. All chapters on theory are independent from each other, except for several equations referred from other chapters. The chapters on applications correspond to the respective chapters on theory.

The details of each chapter are as follows.

In chapter 2, a novel perfect tracking control (PTC) method is proposed based on multirate feedforward control. The features of PTC are 1) the controller can be designed without considering the unstable zero problem of discrete-time plants, 2) the plant state matches the desired trajectories at every sampling point of reference input, and 3) high robust performance is assured by the robust feedback controller because the proposed controller is completely independent of the feedback characteristics. Moreover, by generalizing the relationship between the sampling period of plant output and the control
In chapter 3, novel multirate feedback controllers are proposed for digital control systems, where there is a restriction that the speed of the A/D converters is slower than that of the D/A converters. The proposed feedback controller assures perfect disturbance rejection (PDR) at $M$ intersample points in the steady state. The proposed method is also extended to systems with time delay. Moreover, an intersample observer is developed in order to reduce phase delay caused by zero-order hold and to increase the stability margin by estimation and compensation of the intersample response. Next, the PDR is applied to the periodic disturbance rejection problem. The novel scheme of repetitive control is proposed based on the open-loop estimation and switching function, which enables rejection of periodical disturbance without any sacrifice of the closed-loop characteristics. Finally, intersample disturbance rejection performance is optimized by the fast sampling approach.

In chapter 4, a novel discretization method for continuous-time controllers is proposed based on perfect state matching (PSM) control by which the states in the continuous-
time systems are completely reserved in the obtained sampled-data system. The features of the proposed method are 1) multirate input control is employed, 2) the states of the discretized sampled-data system completely match those of the original continuous-time closed-loop system at every sampling period, and 3) the proposed method is applicable to a static state-feedback and/or a dynamic controller. Next, discretization method of observer is proposed based on multirate output control. Finally, the proposed method is extended to systems with relatively long sampling periods.

In chapter 5, the perfect tracking control (PTC) proposed in chapter 2 is applied to several motion control systems. First, the position control system of servomotor for robot manipulators is considered as an example without special hardware restriction \((T_u = T_y)\). Combining the proposed feedforward controller with \(H_\infty\) robust feedback controller, perfect tracking performance is achieved with robustness. Second, the proposed method is applied to track-seeking control of hard disk drive which is as an example with time delay and long sampling period relative to the control input \((T_u < T_y)\). For this system, it is shown that the proposed controller enables higher speed movement when compared with the conventional single-rate controller. Simulations and experiments both of servomotors and hard disk drives are performed, and advantages of this approach are demonstrated.

In chapter 6, the perfect disturbance rejection (PDR) control developed in chapter 3 is applied to motion control systems, where the sampling period of the sensor is shorter than the control period of the actuator. As examples, track-following mode of hard disk drive (HDD) and visual servo systems of robot manipulators are considered. First, the perfect disturbance rejection controller is applied to first-order disturbance mode of repeatable runout in HDD based on multirate feedback control. Second, the problem of the feedback approach for higher disturbance mode is explained, and the open-loop observer with switching function is implemented in order to overcome the problem. Moreover, the intersample observer compensates the large delay generated by the hold and improves the stability margin of the closed-loop system. Finally, the proposed method is applied to visual servo systems by introducing the workspace controller and perspective transformation.

In chapter 7, the perfect state matching (PSM) control developed in chapter 4 is applied to the motion control systems based on multirate sampling control. First, the position control system for a dc servomotor with disturbance observer is utilized as an example without hardware restriction in the sampling scheme. Simulations and experiments are performed, and advantages of this approach are demonstrated. Because the proposed method assures response matching independent of the sampling period, it enables to bring out the maximum performance of a control system. Second, vibration suppression control
is proposed based on multirate input control for a system in which the Nyquist frequency is relatively closed to the mechanical resonance mode and the sampling period is longer than the control period. For a two-mass system model of the hard disk drive, simulations demonstrate the possibility of controlling the critical resonance mode.

In chapter 8, the proposed three control schemes of PTC, PDR, and PSM are reviewed, and the obtained results are classified by the hardware restriction of their sampling schemes and according to the feedforward and feedback approaches. The constructed framework is summarized, and the conclusion of this dissertation is stated.
Part I

Theory
Chapter 2

Perfect Tracking Control Based on Multirate Feedforward Control

2.1 Abstract

In this chapter, a novel perfect tracking control method based on multirate feedforward control is proposed. The advantages of the proposed method are 1) the proposed multirate feedforward controller eliminates the notorious unstable zero problem in designing the discrete-time inverse system, 2) the states of the plant match the desired trajectories at every sampling point of reference input, and 3) the feedback characteristics are completely independent of the proposed controller. Thus, highly robust performance is assured by the robust feedback controller. Moreover, by generalizing the relationship between the sampling period of plant output and the control period of plant input, the proposed method can be applied to various systems with hardware restrictions in the sampling scheme, leading to higher performance. Next, it is shown that the structure of the proposed perfect tracking controller is very simple and clear. The proposed method is applied to position control systems of servomotors and hard disk drives in chapter 5.

2.2 Introduction

In digital motion control systems, tracking controllers are often employed for high-speed and high-precision servo systems because the controlled plant follows a smoothed desired trajectory. The best tracking controller is ideally the perfect tracking controller (PTC) which controls the object with zero tracking error [68]. Perfect tracking control can be achieved using \( d \)-step preview action and a feedforward controller \( C_1[z] \) which is realized
by an inverse of the closed-loop system $G_{cl}[z]$, as shown in Fig. 2.1.

$$C_1[z] = \frac{1}{z^d G_{cl}[z]} = \frac{1 + P[z]C_2[z]}{z^d P[z]} \quad (2.1)$$

$$r[i] = y_d[i + d] \quad (2.2)$$

Here, $d$ is the relative degree of $G_{cl}[z]$ and $y_d[i]$ is the desired trajectory.

However, the discrete-time plant $P[z]$ discretized by the zero-order hold usually has unstable zeros \[9\]. Thus, $C_1[z]$ becomes unstable because $G_{cl}[z]$ has unstable zeros. Therefore, in conventional digital control systems utilizing zero-order holds, the perfect tracking control is usually impossible.

From this viewpoint, two feedforward control methods have been proposed for the discrete-time plant with unstable zeros \[68\]. First, the stable pole zero canceling (SPZC) controller cancels all poles and stable zeros of the closed-loop system, which has both phase and gain errors caused by the uncancellable unstable zeros. Second, the zero phase error tracking controller (ZPETC) adds the factors which cancel the phase error, to SPZC. However, the gain error caused by the unstable zeros remains. There have also been attempts to compensate for the gain error of ZPETC \[69, 70, 71\]. However, those efforts were not able to realize perfect tracking control because zero-order holds were employed.

In this chapter, a novel perfect tracking control method is proposed by using multirate feedforward control. In the proposed scheme, the tracking error of plant state becomes completely zero at every sampling period of reference input for a nominal plant without disturbance\[1\]. Moreover, by combining the proposed feedforward controller with a robust feedback controller such as disturbance observer or $H_\infty$ controller, high tracking performance is preserved even if the plant has modeling error and disturbance.

The word of “perfect tracking control” is originally defined in \[68\], which means the plant output perfectly tracks the desired trajectory with zero tracking error at every sampling point.
The unstable-zeros problem of the discrete-time plant has been resolved by zero assignment based on multirate control \([3, 7, 8]\). However, it has been shown that those methods sometimes have the disadvantages of large overshoot and oscillation in the intersample points because the control input changes back and forth very quickly \([24]\). On the other hand, the proposed method never has this problem because all of the plant states (e.g., position and velocity) are controlled along the smoothed desired trajectories.

Recently, modern sampled-data control theories have been developed, which can optimize the intersample response (e.g., \([27, 26, 42]\)). However, the proposed method has the practical advantages that 1) the design method and structure of the controller are simple and clear, and 2) no complex calculations for optimization are required.

The contents of this chapter are as follows. In section 2.3, the perfect tracking controller is proposed in the simplest case for a single-input single-output (SISO) plant without hardware restrictions in the sampling scheme. Next, the proposed method is extended to applications in various systems with hardware restrictions by generalizing the sampling periods.

### 2.3 Perfect Tracking Control without Hardware Restrictions

A digital tracking control system usually has two samplers for the reference signal \(r(t)\) and the output \(y(t)\), and one holder on the input \(u(t)\), as shown in Fig. 2.2. Therefore, as mentioned in chapter 1, there exist three time periods \(T_r, T_y,\) and \(T_u\) which represent the periods of \(r(t), y(t),\) and \(u(t)\), respectively. The input period \(T_u\) is generally decided by the speed of the actuator, the D/A converter, or the calculations on the CPU. On the other hand, the output period \(T_y\) is determined by the speed of the sensor or the A/D converter.

In this section, the perfect tracking control is proposed in the simplest case for a SISO plant without hardware restrictions on the sampler and holder \((T_y = T_u)\). Because actual control systems usually have restrictions on \(T_u\) and/or \(T_y\), the proposed method is extended to general systems with these restrictions \((T_y \neq T_u)\) in section 2.4.

In the proposed multirate feedforward control, the control input \(u(t)\) is changed \(n\) times during one sampling period \((T_r)\) of reference input \(r(t)\), as shown in Fig. 2.3. Here \(n\) is the plant order. The advantage of the proposed method is that the tracking error of plant state becomes perfectly zero at every \(T_r\).
2.3.1 Plant Discretization and Parameterization

Consider the continuous-time $n$th-order plant $P_c(s)$ described by

$$\dot{x}(t) = A_c x(t) + b_c u(t), \quad y(t) = c_c x(t).$$

(2.3)

The discrete-time plant $P[z_s]$ discretized by the short sampling period $T_y (= T_u)$ of Fig. 2.4 becomes

$$x[k + 1] = A_s x[k] + b_s u[k]$$

(2.4)

$$y[k] = c_s x[k],$$

(2.5)

where $x[k] = x(kT_y)$, $z_s \triangleq e^{sT_y}$, and

$$A_s \triangleq e^{A_c T_y}, \quad b_s \triangleq \int_0^{T_y} e^{A_c \tau} b_c d\tau, \quad c_s \triangleq c_c.$$  

(2.6)

Thus, the discrete-time plant $P[z]$ discretized by the multirate sampling control of Fig. 2.4 can be represented by

$$x[i + 1] = Ax[i] + Bu[i]$$

(2.7)
\[ y[i] = C x[i] + D u[i], \quad (2.8) \]

where \( x[i] = x(iT_r) \), \( z \triangleq e^{sT_r} \), and multirate input and output vectors \( u, y \) are defined as

\[ u[i] \triangleq [u_1[i], \ldots, u_n[i]]^T = [u(kT_y), u((k + 1)T_y), \ldots, u((k + n - 1)T_y)]^T, \quad (2.9) \]

\[ y[i] \triangleq [y_1[i], \ldots, y_n[i]]^T = [y(kT_y), y((k + 1)T_y), \ldots, y((k + n - 1)T_y)]^T, \quad (2.10) \]

and matrices \( A, B, C, D \) are given by

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} \triangleq 
\begin{bmatrix}
A^n & A^{n-1}b_s & A^{n-2}b_s & \cdots & A_1b_s & b_s \\
0 & c_s & 0 & & 0 & 0 \\
c_sA_s & c_s b_s & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
c_sA_s^{n-1} & c_s A_s^{n-2} b_s & c_s A_s^{n-3} b_s & \cdots & c_s b_s & 0
\end{bmatrix}.
\quad (2.11)
\]

Concerning the matrices \( B \) and \( C \), the following theorems are obtained in [6, 10, 72].

The operations of (2.9) and (2.10) are called “discrete-time lifting” in advanced sampled-data control theory [27].

For example, in case of \( n = 2 \), (2.11) is obtained as follows.

\[
x[k+1] = A_s x[k] + b_s u[k] \\
x[k+2] = A_s x[k+1] + b_s u[k+1] = A_s(A_s x[k] + b_s u[k]) + b_s u[k+1] \\
y[k] = c_s x[k] \\
y[k+1] = c_s x[k+1] = c_s(A_s x[k] + b_s u[k]) \\
\begin{pmatrix}
x[k+2] \\
y[k] \\
y[k+1]
\end{pmatrix} =
\begin{pmatrix}
A_s^2 & A_s b_s & b_s \\
c_s & 0 & 0 \\
c_s A_s & c_s b_s & 0
\end{pmatrix}
\begin{pmatrix}
x[k] \\
u[k] \\
u[k+1]
\end{pmatrix}.
\]
Theorem 2.1 If \((A_c, b_c)\) of the continuous system (2.3) is a controllable pair, the input matrix \(B\) of the multirate system (2.7) is nonsingular for almost every sampling period \(T_y\).

Theorem 2.2 If \((A_c, c_c)\) of the continuous system (2.3) is an observable pair, the output matrix \(C\) of the multirate system (2.7) is nonsingular for almost every sampling period \(T_y\).

These theorems are easily proved in case of the SISO system. If the continuous system (2.3) is controllable and observable, the discrete-time system (2.4) becomes controllable and observable for almost every sampling period \(T_y\) [73]. Therefore, the matrices \(B\) and \(C\) of (2.11) become nonsingular because they are equal to the controllability and observability matrices of (2.4), respectively.

The proposed method employs the multirate-input control as a two-degree-of-freedom control, as shown in Fig. 2.2. In the figures, \(H_M\) and \(S_M\) represent the multirate hold and the multirate sampler, respectively. The functions of \(H_M\) and \(S_M\) are shown in Fig. 2.4, and defined in (2.9) and (2.10).

In the ideal tracking control system, the transfer characteristic \((G_ yr)\) from the command \(r\) to the output \(y\) is generally 1. In this chapter, the feedforward controller \(C_1[z]\) is considered so that the transfer characteristic from the desired state \(x_d\) to the plant state \(x\) can be \(I\).

2.3.2 Design of the Feedback Controller \(C_2[z]\)

Before the perfect tracking controller \(C_1[z]\) is designed, the feedback controller \(C_2[z]\) must be determined. Here, \(C_2[z]\) must be a robust controller which renders the sensitivity function \(S[z] = (I - P[z]C_2[z])^{-1}\) sufficiently small at the frequency of the desired trajectory. The reason is that the sensitivity function \(S[z]\) represents variation of the command response \(G_ yr[z]\) under the variation of \(P[z]\) [74]. The feedback controller satisfying this specification can be designed easily by using a disturbance observer approach or \(H_\infty\) theory [66, 67, 75].

For systems without special hardware restrictions in which the feedback loop is single-rate \((T_y = T_u)\), the feedback controller \(C_2[z_s] = \{A_{s2}, b_{s2}, c_{s2}, d_{s2}\}\) is designed for \(P_c(s)\) with a single-rate sampling period \(T_y = T_u\), where \(z_s = e^{sT_y}\). Subsequently, \(C_2[z_s]\) is transferred to an \(n\)-input \(n\)-output system \(C_2[z]\) using (2.12), in order to realize \(C_1[z]\)
Figure 2.5: Basic structure of TDOF control.

and \( C_2[z] \) together, where \( z = e^{sT_y} = z^n_s \).

\[
C_2[z] = \begin{bmatrix}
A^n_{s2} & A^{n-1}_{s2}b_{s2} & A^{n-2}_{s2}b_{s2} & \cdots & b_{s2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
c_{s2}A^{n-1}_{s2} & c_{s2}A^{n-2}_{s2}b_{s2} & c_{s2}A^{n-3}_{s2}b_{s2} & \cdots & d_{s2}
\end{bmatrix}
\]

Because the feedback characteristics such as disturbance rejection performance and stability robustness are never improved by the multirate control in the case where there is no hardware restriction in the sampling scheme \((T_y = T_u)\) [12, 23], it is not necessary to design a \( n \)-input \( n \)-output multirate system as the feedback controller \( C_2[z] \). Therefore, a single-rate feedback controller \( C_2[z_s] \) is adequate in the case of \( T_y = T_u \).

### 2.3.3 Design of the Perfect Tracking Controller \( C_1[z] \) — State Space Approach

In this section, the multirate feedforward controller \( C_1[z] \) is designed using the state space approach. The proposed method can assure perfect tracking at every sampling point \( T_r \).

From Fig. 2.2, the multirate control law of the proposed method is described by

\[
u[i] = C_1[z]r[i] + C_2[z]y[i] = F\hat{x}[i] + Q[z]e_y[i] + K[z]r[i],
\]

where \( K[z], Q[z] \in RH_{\infty} \) are free parameters. Therefore, Fig. 2.2 can be transferred to Fig. 2.5 [76]. The details of the derivation are shown in Appendix A. In this chapter, \( K[z] \) is a constant matrix \( K \).

---

4Strictly speaking, (2.13) should be written as \( U[z] = C_1[z]R[z] + C_2[z]Y[z] \). In this thesis, however, signals are simply represented in time domain in the same way as [68].
Figure 2.6: Implementation of the proposed controller.

Because the estimation errors of the observer become zero \( \hat{x}[i] = x[i], e_y[i] = \hat{y}[i] - y[i] = 0 \) for the nominal plant, the system (2.7) is represented from (2.14) by

\[
x[i + 1] = (A + BF)x[i] + BKr[i]. \tag{2.15}
\]

Because nonsingularity of matrix \( B \) is assured from theorem 2.1, the parameters \( F \) and \( K \) can be selected so that the following equations are satisfied.

\[
A + BF = O, \quad BK = I, \tag{2.16}
\]

From (2.16), \( F \) and \( K \) are given by

\[
F = -B^{-1}A, \quad K = B^{-1}. \tag{2.17}
\]

Therefore, (2.15) is described by

\[
x[i + 1] = r[i], \tag{2.18}
\]

Utilizing the future desired state, let the reference input be

\[
r[i] = x_d[i + 1], \tag{2.19}
\]

where \( x_d[i] \) is the desired state. This method of control, where the reference input is generated from the future desired trajectory, is known as preview control. From (2.18) and (2.19), we find that perfect tracking \( x[i] = x_d[i] \) is achieved at every sampling point \( T_r \).

Here, Fig. 2.2 can be represented by Fig. 2.6 because (2.13) is rewritten as (2.20) [74]. The derivation is shown in Appendix B. Therefore, the proposed controller is simply implemented by

\[
u[i] = (M[z] - C_2[z]N[z])Kr[i] + C_2[z]y[i] \tag{2.20}
\]
Figure 2.7: Perfect tracking controller by the transfer function approach.

\[
\begin{bmatrix}
M[z] \\
N[z]
\end{bmatrix} = \begin{bmatrix}
A + BF & B \\
F & I \\
C + DF & D
\end{bmatrix} = \begin{bmatrix}
I + z^{-1}FB \\
D + z^{-1}(C + DF)B
\end{bmatrix}, \quad (2.21)
\]

where \(M[z]\) and \(N[z]\) are parameters of the coprime factorization of the plant \(P[z] = N[z]M[z]^{-1}\). The two-degree-of-freedom controller (2.20) should be realized with minimum order. Assuming the initial value of plant is known\(^5\), the initial value of controller (2.20) should be set to be equal to that of the plant \(x[0]\).

From (2.16), the proposed controller has a similar structure to that of the robust deadbeat controller [77] because it is composed of the feedforward controller with deadbeat characteristics and a robust feedback controller. However, conventional deadbeat controllers deal with fixed desired trajectories such as step or ramp function and followed them within several sampling time. On the other hand, the proposed method deals with arbitrary desired trajectories and there is no tracking delay. Therefore, in this chapter, novel concepts are introduced such as the preview of the desired trajectory, the sampler of desired state variable, and multirate feedforward.

### 2.3.4 Design of the Perfect Tracking Controller \(C_1[z] - Transfer Function Approach\)

In this section, the perfect tracking controller is designed using the transfer function approach, which can be understood more intuitively than the state space approach of section 2.3.3.

---

\(^5\)In trajectory tracking control system, this assumption is generally satisfied because the initial velocity is usually zero. If the initial value of plant \(x[0]\) is unknown, it works as an impulse disturbance and the effect is rejected by the robust feedback controller \(C_2[z]\).
From (2.7) and (2.8), the transfer function from $x[i+1]$ to $u[i]$ and $y[i]$ is described by

$$u[i] = B^{-1}(x[i+1] - Ax[i]) = B^{-1}(I - z^{-1}A)x[i+1]$$

$$y[i] = z^{-1}C x[i+1] + D u[i].$$  \hspace{1cm} (2.22) \hspace{1cm} (2.23)

In (2.22), the nonsingularity of matrix $B$ is assured by theorem 2.1. Because all poles of the transfer function (2.22) are zero, it is found that (2.22) is a stable inverse system. Thus, if the control input is calculated by (2.24) as shown in Fig. 2.7, perfect tracking is guaranteed because (2.24) is an exact inverse plant.

$$u_0[i] = B^{-1}(I - z^{-1}A)x_d[i+1]$$  \hspace{1cm} (2.24)

The output of the nominal plant model can be calculated by

$$y_0[i] = z^{-1}C x_d[i+1] + Du_0[i].$$  \hspace{1cm} (2.25)

When the tracking error $e$ is caused by disturbance or modeling error, it can be eliminated using the robust feedback controller $C_2[z]$ by applying (2.26).

$$u[i] = u_0[i] + C_2[z](y[i] - y_0[i])$$  \hspace{1cm} (2.26)

Next, it is shown that the feedforward controller (2.20) obtained by the state space approach is identical with (2.25) and (2.26), which are designed in this transfer function approach. From (2.17) and (2.21), two feedforward paths $M[z]K$ and $N[z]K$ are represented by

$$u_0[i] = M[z]K x_d[i+1]$$

$$= (I + z^{-1}FB)K x_d[i+1]$$

$$= (I - z^{-1}B^{-1}AB)B^{-1}x_d[i+1]$$

$$= B^{-1}(I - z^{-1}A)x_d[i+1],$$  \hspace{1cm} (2.27)

$$y_0[i] = N[z]K x_d[i+1]$$

$$= (D + z^{-1}(C + DF)B)K x_d[i+1]$$

$$= (D + z^{-1}(C - DB^{-1}A)B)B^{-1}x_d[i+1]$$

$$= z^{-1}C x_d[i+1] + DB^{-1}(I - z^{-1}A)x_d[i+1]$$

$$= z^{-1}C x_d[i+1] + Du_0[i].$$  \hspace{1cm} (2.28)
From the above equations, it is found that the controllers obtained by the two different approaches are equivalent and the structure of the proposed controller is very simple and clear as shown in Fig. 2.7.
2.4 Perfect Tracking Control with Generalized Sampling Periods

In section 2.4, perfect tracking control was proposed for a plant without hardware restrictions on the sampler and holder \((T_y = T_u)\). On the other hand, many industrial systems often have hardware restrictions on both the sampling periods for detecting plant output and the control periods for generating plant input. For example, in head-positioning control of hard disk drives and visual servo systems, the sampling periods of plant output would be long, because the detection period of servo signals and video signals are shorter than the period of control input. In contrast, systems with low-speed D/A converters or CPUs have the restriction that the period of plant input is shorter than the sampling period of plant output.

In this section, perfect tracking control is extended to applications in various systems with the above hardware restrictions, by generalizing the output sampling period. Next, it is shown that the structure of the proposed controller is very simple and clear. Finally, two examples are presented to demonstrate the advantages of this approach through simulations and experiments of position control using a dc servomotor. The first example shows that the proposed multirate feedforward control has better performance than the single-rate controller even in the usual servo system without the special hardware restrictions, in which the sampling period of plant output is equal to the control period of plant input. The second example indicates that the proposed method is applicable to a system with special hardware restrictions, in which the output sampling period is longer than the input period. For this system, the proposed method improves the intersample response.

2.4.1 Generalizations of the Sampling Periods

As mentioned in section 2.3, digital control system generally has three time periods \(T_r, T_y,\) and \(T_u,\) as shown in Fig. 2.8. Actual control systems usually have restrictions on \(T_u\) and/or \(T_y\) because the speed of actuators, sensors, CPU calculations, or A/D–D/A converters is limited. In conventional digital control systems, these three periods are made equal to the longer of the two periods \(T_u\) and \(T_y\) for simplification both of theory and algorithm.

On the other hand, the authors have shown that perfect tracking control can be achieved on every sampling point \(T_r\) by setting \(T_r = nT_u,\) where \(n\) is the plant order , as shown in section 2.3 [78]. In the following discussions, \(T_r = nT_u\) is regarded as the condition for the perfect tracking control. We should consider the following two cases, which are very common in the industry. In the first case, \(T_u\) is decided in advance by the
hardware restrictions, however, the plant output can be detected at the same or faster period \((T_y \geq T_u)\), as shown in Fig. 2.9(a). This case is referred to as case 1 in this chapter, and includes the usual servo systems of \(T_y = T_u\) without special hardware restrictions. In the second case, \(T_y\) is decided in advance, however, the plant input can be changed \(N\) times during \(T_y\), as shown in Fig. 2.9(b). This case is referred to as case 2, and includes systems with special hardware restrictions such as hard disk drives [79, 80], visual servo systems [81], and servo systems with low precision encoders [59], as mentioned in section 1.1.2. In this case, the perfect tracking control can be assured at \(L\left(\frac{\Delta}{N/n}\right)\) intersample points during \(T_y\).

For the above multiperiod systems, the longer period between \(T_r\) and \(T_y\) is defined as the frame period \(T_f\) [1], and the \(z\)-operator is defined as \(z \triangleq e^{sT_f}\). By using these definitions, cases 1 and 2 can be dealt with together in the following discussions.

Fig. 2.10 shows the proposed multirate control scheme, in which the plant input is
changed $N$ times during one frame period $T_f$, and the plant output is also detected $M$ times during $T_f$. The positive integers $M$ and $N$ indicate input and output multiplicities, respectively.

In case 1, the frame period and the input multiplicity are set to $T_f = T_r$ and $N = n$, as shown in Fig. 2.9(a). The output multiplicity $M$ is determined by the hardware restriction.

In case 2, the frame period and the output multiplicity are set to $T_f = T_y$ and $M = 1$, as shown in Fig. 2.9(b). The input multiplicity is decided by the hardware restriction. However, it is necessary that $N/n = (L)$ be an integer in the proposed method.

In Fig. 2.10, $\mu_j (j = 0, 1, \cdots, N)$ and $\nu_k (k = 1, \cdots, M)$ are the parameters for the timing of input change and output detection, which satisfy conditions (2.29) and (2.30).

\begin{align*}
0 = \mu_0 < \mu_1 < \mu_2 < \cdots < \mu_N = 1 & \quad (2.29) \\
0 \leq \nu_1 < \nu_2 < \cdots < \nu_M < 1 & \quad (2.30)
\end{align*}

If $T_f$ is divided into equal intervals as shown in Fig. 2.4, these parameters are set to $\mu_j = j/N$ and $\nu_k = (k - 1)/M$.

### 2.4.2 Designs of the Proposed Controller

In this section, the proposed perfect tracking control method is presented. For simplification, the plant is assumed to be a SISO system. The proposed method, however, will be extended to deal with the MIMO system in section 2.5.2.

#### Plant Discretization and Parameterization

Consider the continuous-time $n$th-order plant $P_c(s)$ described by

\[ \dot{x}(t) = A_c x(t) + b_c u(t) , \quad y(t) = c_c x(t). \quad (2.31) \]
The discrete-time plant $P[z]$ discretized by generalized multirate sampling control (Fig. 2.10) becomes

$$
\begin{align*}
x[i+1] &= Ax[i] + Bu[i] \\
y[i] &= Cx[i] + Du[i],
\end{align*}
$$

(2.32)

where $x[i] = x(iT_f)$, and matrices $A, B, C, D$ and vectors $u[i], y[i]$ are given by

$$
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} \triangleq \begin{bmatrix}
e^{AeT_f} & b_1 & \cdots & b_N \\
c_1 & d_{11} & \cdots & d_{1N} \\
\vdots & \vdots & & \vdots \\
c_M & d_{M1} & \cdots & d_{MN}
\end{bmatrix}
$$

(2.34)

$$
u[i] \triangleq [u_1[i], \ldots, u_N[i]]^T, \quad y[i] \triangleq [y_1[i], \ldots, y_M[i]]^T
$$

(2.35)

$$
b_j \triangleq \int_{(1-\mu_j)T_f}^{(1-\mu_{j-1})T_f} e^{Ae\tau}b_c e^{Ae\tau}d\tau, \quad c_k \triangleq c_c e^{Ae\nu_k T_f}
$$

(2.36)

$$
d_{kj} \triangleq \begin{cases}
\mu_j < \nu_k : & c_c \int_{(\nu_k - \mu_j)T_f}^{(\nu_k - \mu_{j-1})T_f} e^{Ae\tau}b_c e^{Ae\tau}d\tau \\
\mu_{j-1} < \nu_k \leq \mu_j : & c_c \int_{0}^{(\nu_k - \mu_{j-1})T_f} e^{Ae\tau}b_c e^{Ae\tau}d\tau \\
\nu_k \leq \mu_{j-1} : & 0
\end{cases}
$$

(2.37)

**Design of the Feedback Controller $C_2[z]$**

Before the perfect tracking controller $C_1[z]$ is designed, the robust feedback controller $C_2[z]$ must be determined in order to make the sensitivity of the closed-loop system sufficiently small.

Because systems with special hardware restrictions are considered in this section, the feedback loop also may become multirate ($T_y < T_u$ or $T_y > T_u$). Multirate feedback controllers with these restrictions are proposed in chapter 3 and [41, 42, 43]. These multirate controllers may improve the feedback characteristics. However, perfect tracking control can be achieved, even if the single-rate feedback controller is simply designed with a longer period between $T_y$ and $T_u$, and transferred to an $M$-input $N$-output controller $C_2[z]$ on $T_f$. For example, the feedback controller in case 2 ($T_y > T_u$) can be transferred to a 1-input $N$-output system by

$$
C_2[z] = \begin{bmatrix}
A_s & b_s \\
c_s & d_s \\
\vdots & \vdots \\
c_s & d_s
\end{bmatrix},
$$

(2.38)

where $\{A_s, b_s, c_s, d_s\}$ is a single-rate controller designed with $T_y$. 
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In this section, the multirate feedforward controller $C_1[z]$ is designed using the state space approach in the same way as in section 2.3.3. In the proposed method, perfect tracking control can be assured at every sampling point of reference input $T_r$. For simplification, the parameters of multirate control are assumed to be selected as $\mu_j = j/N, \nu_k = (k - 1)/M$. However, this assumption can be removed easily in the same way as in chapter 3.

The system of (2.32) is represented with the frame period $T_f$, and rewritten with the reference period $T_r = T_f/L$ as

$$\tilde{x}[i + 1] = \tilde{A}x[i] + \tilde{B}u[i],$$

(2.39)

where $q \triangleq 1/L = n/N$, and where matrices $\tilde{A}, \tilde{B}$ and vectors $\tilde{x}$ are given by

$$\tilde{x}[i + 1] \triangleq \begin{bmatrix} x[i + q] \\ \vdots \\ x[i + lq] \\ \vdots \\ x[i + Lq] \end{bmatrix}, \quad \tilde{A} \triangleq \begin{bmatrix} e^{A_cT_r} \\ \vdots \\ e^{A_ckT_r} \end{bmatrix}, \quad \tilde{B} \triangleq \begin{bmatrix} B_L & O & \cdots & \cdots & O \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ B_{L-1} & \cdots & B_L & O & \cdots & O \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ B_1 & B_2 & \cdots & \cdots & \cdots & \cdots & B_L \end{bmatrix}$$

(2.40)

$$B_l = [b_{l(n-1)+1}, \cdots, b_{ln}] \quad (l = 1, \cdots, L).$$

(2.41)

As shown in (2.13), the two-degree-of-freedom control law is described by

$$u[i] = F\tilde{x}[i] + Q[z]e_y[i] + Kr[i].$$

(2.43)

Because the estimation errors of the observer become zero ($\dot{x} = x, e_y = \dot{y} - y = 0$) for the nominal plant, from (2.39) and (2.43), this system is represented by

$$\tilde{x}[i + 1] = (\tilde{A} + \tilde{B}F)x[i] + \tilde{B}Kr[i].$$

(2.44)

And as nonsingularity of matrix $B_l$ can be assured by theorem 2.1, $\tilde{B}$ of (2.41) also becomes nonsingular. Therefore, the parameters $F$ and $K$ can be selected such that the following equations are satisfied.

$$\tilde{A} + \tilde{B}F = O, \quad \tilde{B}K = I,$$

(2.45)

$^6$In case 1, (2.39) is equal to (2.32) ($x[i + 1] = Ax[i] + Bu[i]$) because $L = 1$. 40
From (2.45), $F$ and $K$ are given by
\[
F = -\tilde{B}^{-1} \tilde{A}, \quad K = \tilde{B}^{-1}.
\] (2.46)

Therefore, (2.44) is described by
\[
\ddot{x}[i + 1] = r[i],
\] (2.47)

Utilizing the future desired state, let the reference input be
\[
r[i] = \tilde{x}_d[i + 1] = \begin{bmatrix}
x_d[i + q] \\
\vdots \\
x_d[i + Lq]
\end{bmatrix},
\] (2.48)

where $\tilde{x}_d[i]$ is the desired state. From (2.47) and (2.48), we find that perfect tracking $\ddot{x}[i] = \tilde{x}_d[i]$ is achieved at every sampling point $T_r$. Using (2.46), the proposed controller can be implemented by (2.20), as shown in Fig. 2.6.

**Structure of Perfect Tracking Controller $C_1[z]$**

In this section, it is shown that the structure of the perfect tracking controller is very simple and clear. For system without hardware restrictions, that was shown in section 2.3.4. In this section, the results of section 2.3.4 are extended to system with hardware restrictions ($T_y \neq T_u$). From (2.46) and (2.21), the two elements $M[z]K$ and $N[z]K$ in Fig. 2.6 are represented by
\[
M[z]K = (I - z^{-1} \tilde{B}^{-1} \tilde{A} \tilde{B}) \tilde{B}^{-1},
\] (2.49)
\[
N[z]K = z^{-1} C \tilde{B} + D (I - z^{-1} \tilde{B}^{-1} \tilde{AB}) \tilde{B}^{-1}.
\] (2.50)

On the other hand, from (2.32) and (2.39), the transfer function from $u[i]$ to $\ddot{x}[i + 1]$ is described by
\[
\ddot{x}[i + 1] = \begin{bmatrix}
A & B \\
A & B
\end{bmatrix} u[i].
\] (2.51)

The inverse system of (2.51) is given by
\[
u[i] = \begin{bmatrix}
A - B \tilde{B}^{-1} \tilde{A} \\
- \tilde{B}^{-1} A
\end{bmatrix} \ddot{x}[i + 1].
\] (2.52)

Based on the definitions of $\tilde{A}$ and $\tilde{B}$ in (2.40) and (2.41), the following equations are obtained.
\[
A = [\tilde{O}, \cdots, \tilde{O}, I] \tilde{A},
\] (2.53)
\[
B = [\tilde{O}, \cdots, \tilde{O}, I] \tilde{B}
\] (2.54)
Thus, the $(1,1)$ element of matrix (2.52) becomes
\[
A - B\tilde{B}^{-1}A = A - [O, \cdots, O, I]\tilde{A} = 0.
\] (2.55)

Therefore, (2.52) is given by
\[
u[i] = \begin{bmatrix} O & B\tilde{B}^{-1} \\ -\tilde{B}^{-1}A & B^{-1} \end{bmatrix} \tilde{x}[i + 1].
\] (2.56)

Based on (2.49) and (2.56), it is found that $M[z]K$ is equal to the transfer function from $\tilde{x}[i + 1]$ to $u[i]$, which represents the stable inverse system. This point is one of the advantages of multirate control because the inverse system becomes unstable in single-rate systems. Moreover, (2.33) is described using (2.56) as
\[
y[i] = z^{-1}Cx[i + 1] + Du[i]
= z^{-1}C[O, \cdots, O, I]\tilde{x}[i + 1]
+ D(I - z^{-1}\tilde{B}^{-1}\tilde{A}B)\tilde{B}^{-1}\tilde{x}[i + 1].
\] (2.57)

Based on (2.50) and (2.57), it is shown that $N[z]K$ represents the transfer function from $\tilde{x}[i + 1]$ to $y[i]$.

The structure of the proposed controller is shown in Fig. 2.11. The plant $P[z]$ is driven by the stable inverse system, in the same way as the case without hardware restriction. When the tracking error $e$ is generated by disturbance or modeling error, the robust feedback controller $C_2[z]$ acts to eliminate $e$.

---

7In case 1, (2.56) becomes $u[i] = B^{-1}(I - z^{-1}A)x[i + 1]$, which is obtained directly from $x[i + 1] = Ax[i] + Bu[i]$ of (2.32), because $\tilde{B} = B$.

8In case 1, (2.57) becomes $y[i] = z^{-1}Cx[i + 1]$, because $D = O$. 
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2.5 Extension to Time Delay and Multivariable System

2.5.1 Extension to System with Time Delay

In this section, the proposed perfect tracking control is extended to plants with time delay. As shown in Fig. 2.12, the time delay can be considered to exist on the plant output. The continuous-time plant with time delay $T_d$ is described by

$$\dot{x}(t) = A_c x(t) + b_c u(t)$$

$$y(t) = c_c x(t - T_d).$$

The time delay can also be considered to exist on the plant input, and expressed by [82]

$$\dot{x}(t) = A_c x(t) + b_c u(t - T_d)$$

$$y(t) = c_c x(t).$$

This section adopts (2.59) because it can make this extension more simple theoretically. Moreover, the time delay is assumed to be $T_d \leq T_f$ for simplification. The proposed methods, however, can be extended to the time delay of $T_d > T_f$ by the same way as [82].

Consider the discrete-time plant discretized by the multirate sampling control with time delay. Because (2.58) is not related to the time delay, the discrete-time state equation becomes

$$x[i + 1] = A x[i] + B u[i],$$

where $A$ and $B$ are given by (2.34). From (2.39), the intersample plant state can be represented by

$$\tilde{x}[i + 1] = \tilde{A} x[i] + \tilde{B} u[i].$$
Considering the output equation, some output ($y_1[i]$ in case of Fig. 2.12) is detected at the time before $t = iT_f$, and the other output ($y_2[i], \ldots, y_M[i]$) is detected from $t = iT_f$ to $t = (i + 1)T_f$. The latter output can be easily calculated from (2.33) by selecting the parameters $\nu_k$ appropriately.

On the other hand, the former output depends on the previous control input $u[i - 1]$, as shown in Fig. 2.13. Thus, the output is given by

$$y[i] = cx[i] + gu[i - 1], \quad (2.64)$$

$$c \triangleq c e^{A e^{\nu y}T_f}, \quad g \triangleq [g_1, \ldots, g_N], \quad \nu_y \triangleq -\frac{T_d}{T_f} \quad (2.65)$$

$$g_j \triangleq \begin{cases} \nu_y \leq -1 + \mu_{(j-1)} & : -c e^{A e^{\nu y}T_f} \int_{(1-\mu_{(j-1)})T_f}^{(1-\mu_{(j-1))}T_f} e^{A^\tau}b_c d\tau \\ -1 + \mu_{(j-1)} \leq \nu_y < -1 + \mu_j & : -c e^{A e^{\nu y}T_f} \int_{(1-\mu_{j})T_f}^{\nu_y T_f} e^{A^\tau}b_c d\tau \\ -1 + \mu_j \leq \nu_y < 0 & : 0 \end{cases}, \quad (2.66)$$

where $n_u$ is the number of the of $u[i - 1]$ elements during $T_d$ as shown in Fig. 2.13.

Collecting all output, the multirate output vector $y[i] = [y_1[i], \ldots, y_M[i]]^T$ can be represented by

$$y[i] = C_\delta x[i] + D_\delta u[i] + G_\delta u[i - 1], \quad (2.67)$$

where $C_\delta, D_\delta$ and $G_\delta$ are calculated by (2.36), (2.37), and (2.64).

Therefore, by the same discussion as section 2.3.4 and 2.4.2, the perfect tracking controller can be designed by

$$u[i] = u_0[i] + C_2[z](y[i] - y_0[i]), \quad (2.68)$$

where $u_0[i]$ and $y_0[i]$ are obtained by

$$u_0[i] = \left[ \begin{array}{c|c} A & B \\ \hline A & B \end{array} \right]^{-1} \tilde{x}_d[i + 1], \quad (2.69)$$
\[
\begin{align*}
y_0[i] &= z^{-1}C_\delta x_d[i+1] + (D_\delta + z^{-1}G_\delta)u_0[i] \\
&= [O, \ldots, O, z^{-1}C_\delta] x_d[i+1] + (D_\delta + z^{-1}G_\delta)u_0[i].
\end{align*}
\] (2.70)

(2.71)

The block diagram of this controller is shown in Fig. 2.14.

### 2.5.2 Extension to Multivariable System

In the above discussion, the plant was assumed to be a single-input single-output (SISO) system. In this section, the proposed perfect tracking control method is extended to multi-input multi-output (MIMO) systems.

Consider the continuous-time plant described by

\[
\begin{align*}
\dot{x}(t) &= A_c x(t) + B_c u(t) \\
y(t) &= C_c x(t),
\end{align*}
\] (2.72)

\[
B_c = [b_{c1}, \ldots, b_{cm}], C_c = \begin{bmatrix} c_{c1} \\
\vdots \\
c_{cp} \end{bmatrix}
\] (2.74)

where the plant state \( x \in \mathbb{R}^n \), the plant input \( u \in \mathbb{R}^m \), and the plant output \( y \in \mathbb{R}^p \).

For this plant, multirate input and multirate output controls are employed. In these schemes, the \( l \)th \( (l = 1, 2, \ldots, m) \) plant input is changed \( N_l \) times during one frame period \( T_f \), as shown in Fig. 2.15. On the other hand, the \( q \)th \( (q = 1, 2, \ldots, p) \) plant output is detected \( M_q \) times during one frame period, as shown in Fig. 2.16. The discrete-time transfer function from the \( l \)th input to the \( q \)th output is given by

\[
y_q[i] = \begin{bmatrix} A & B_l \end{bmatrix} \begin{bmatrix} I & 0 \\
C_q & -D_{ql} \end{bmatrix} u_l[i]
\] (2.75)
The coefficient matrices of (2.75) are obtained from (2.34) by substituting \( b_{cl} \) and \( c_{cq} \) for \( b_c \) and \( c_c \), respectively.

From (2.75), the multivariable multirate system is formulated by

\[
\begin{align*}
\mathbf{x}[i + 1] &= \mathbf{A} \mathbf{x}[i] + \mathbf{B} \mathbf{u}[i] \\
\mathbf{y}[i] &= \mathbf{C} \mathbf{x}[i] + \mathbf{D} \mathbf{u}[i],
\end{align*}
\]

(2.77)
where \( \mathbf{x}[i] = \mathbf{x}(iT_f) \), and input and output vectors \( \mathbf{u}[i], \mathbf{y}[i] \) are defined as

\[
\mathbf{u}[i] \triangleq [u_{11}[i], \ldots, u_{1N_1}[i], u_{21}[i], \ldots, u_{mN_m}[i]]^T, \\
\mathbf{y}[i] \triangleq [y_{11}[i], \ldots, y_{1M_1}[i], y_{21}[i], \ldots, y_{pM_p}[i]]^T,
\]

and matrices \( \mathbf{A}, \mathbf{B}, \mathbf{C}, \) and \( \mathbf{D} \) are given by

\[
\begin{bmatrix}
  \mathbf{A} & \mathbf{B} \\
  \mathbf{C} & \mathbf{D}
\end{bmatrix} \triangleq 
\begin{bmatrix}
  e^{\mathbf{A}iT_f} & \mathbf{B}_1 & \cdots & \mathbf{B}_m \\
  \mathbf{C}_1 & \mathbf{D}_{11} & \cdots & \mathbf{D}_{1m} \\
  \vdots & \vdots & \ddots & \vdots \\
  \mathbf{C}_p & \mathbf{D}_{p1} & \cdots & \mathbf{D}_{pm}
\end{bmatrix}.
\]

Because discrete-time representation is obtained, the perfect tracking controller can be designed in the same way as section 2.3. The conditions for perfect tracking are given by

\[
\mathbf{A} + \mathbf{B}\mathbf{F} = \mathbf{O}, \quad \mathbf{B}\mathbf{K} = \mathbf{I},
\]

as in (2.16). Thus, the input multiplicities \( N_l \) \((l = 1, 2, \ldots, m_p)\) should be selected such that the matrix \( \mathbf{B} \) can have full row rank. The output multiplicities \( M_q \) \((q = 1, 2, \ldots, p)\) are determined by the hardware restriction.

The selections of the \( N_l \) are made by the following condition.

\[
N_l \geq \sigma_l
\]

where \((\sigma_1, \ldots, \sigma_m)\) is a set of generalized controllability indices of \((\mathbf{A}_c, \mathbf{B}_c)\) which are introduced by author [72, 83, 84], and which are defined as follows.

**Definition 2.1** Generalized controllability indices of \((\mathbf{A}_c, \mathbf{B}_c)\) are defined as follows for \( \mathbf{A}_c \in \mathbb{R}^{n \times n} \) and \( \mathbf{B}_c \in \mathbb{R}^{n \times m} \). If \((\mathbf{A}_c, \mathbf{B}_c)\) is a controllable pair, \( n \) linearly independent vectors can be selected from

\[
\{\mathbf{b}_{c1}, \ldots, \mathbf{b}_{cm}, \mathbf{A}_c\mathbf{b}_{c1}, \ldots, \mathbf{A}_c\mathbf{b}_{cm}, \ldots, \mathbf{A}_c^{n-1}\mathbf{b}_{cm}\}
\]

where \( \mathbf{B}_c = [\mathbf{b}_{c1}, \ldots, \mathbf{b}_{cm}] \). Letting \( \varphi \) be a set of these \( n \) vectors, \( \sigma_l \) are defined by

\[
\sigma_l = \text{number} \{k | \mathbf{A}_c^{k-1}\mathbf{b}_{cl} \in \varphi\}
\]

\[
\sum_{l=1}^{m} \sigma_l = n.
\]
In case of the single input plant \((m = 1)\), this index is simply the same number as the plant order \((\sigma_1 = n)\). The above definition includes that of Kronecker invariants or controllability indices defined in [6].

Concerning the matrix \(B\), the next theorem is proved by the author in [72] for the generalized controllability index. In the case of the controllability index, it is also proved in [6].

**Theorem 2.3** Let \((A_c, B_c)\) be a controllable pair. If the input multiplicities satisfy \(N_l \geq \sigma_l\) for \((l = 1, 2, ..., m)\), for almost all \(\mu_{lj}(l = 1, 2, ..., m, j = 1, ..., N_l - 1)\) and almost all \(T\), the matrix \(B\) has full row rank, i.e.

\[
\text{rank } B = n.
\]  

Because the full rank of the matrix \(B\) is guaranteed by this theorem, the solution of (2.82) is exactly obtained by

\[
F = -B^- A, \quad K = B^-.
\]

where \(B^-\) is generalized inverse of matrix \(B\) [85]. By using these parameters \(F\) and \(K\), the perfect tracking controller is given by (2.20), as shown in Fig. 2.6.

### 2.6 Summary

A novel perfect tracking control method using multirate feedforward control was proposed. The proposed method was extended to various systems with hardware restrictions on both the sampling and control periods. Moreover, it was shown that the structure of the proposed perfect tracking controller is very simple and clear. Next, the proposed method was extended to systems with time delay and multivariable systems.

The advantage of this method is that the feedforward controller could be designed without considering the unstable zero problem. Moreover, by combining the proposed feedforward controller with a robust feedback controller, high robust tracking performance is obtained.

---

\(^9\)If the input multiplicities are selected to minimum number \((N_l = \sigma_l)\), the matrix \(B\) becomes square and \(B^- = B^{-1}\)
Chapter 3

Perfect Disturbance Rejection Control Based on Multirate Feedback Control

3.1 Abstract

In this chapter, novel multirate feedback controllers are proposed for digital control systems, where the speed of the A/D converters is restricted to be slower than that of the D/A converters. The proposed feedback controller assures perfect disturbance rejection (PDR) at $M$ intersample points in the steady state. Next, the proposed method is extended to systems with time delay. Moreover, the intersample observer is developed in order to reduce the phase delay caused by zero-order hold and to increase the stability margin by estimation and compensation of the intersample response.

In section 3.4, the PDR is applied to the periodic disturbance rejection problem. The novel scheme of repetitive control is proposed based on the open-loop estimation and switching function, which enables the rejection of periodical disturbance without any sacrifice of the closed-loop characteristics. Finally, the intersample disturbance rejection performance is optimized using the fast sampling approach.

The proposed controllers are applied to the track-following modes of hard disk drives and the visual servo system of robot manipulators in chapter 6.

3.2 Introduction

In chapter 2, a novel multirate feedforward controller has been proposed. Next, in this chapter, a multirate feedback controller will be considered. Historically, many multirate
feedback control theories have been developed as reviewed in chapter 1. These theoretical approaches have reached the negative result that feedback characteristics such as disturbance rejection performance and stability robustness are never improved by the multirate control [12, 23].

However, this theoretical result is limited to the case where there is no hardware restriction on the sampling scheme ($T_y = T_u$). On the other hand, many industrial systems have hardware restrictions in their sampling mechanisms. Thus, in this chapter, digital control systems where the sampling periods of plant output are longer than the control periods ($T_u < T_y$) are considered. For these systems, novel multirate feedback controllers are proposed which improve disturbance rejection performance and stability margin.

The restriction of $T_u < T_y$ may be general because D/A converters are usually faster than the A/D converters. In particular, head-positioning systems of the hard disk drive (HDD) and visual servo systems of robot manipulators belong to this category, because the sampling rates of the measurement are relatively slow, as mentioned in section 1.1.2.

The structure of this chapter is as follows. In section 3.3, a novel multirate feedback controller is proposed, which achieves perfect disturbance rejection (PDR) at $M$ intersample points. Next, an intersample observer is designed, which enables estimation of intersample plant state and increases stability margin. In the repetitive control system [86, 87], conventional single-rate controllers do not have sufficient intersample performance to reject disturbance in the semi-Nyquist frequency region [88]. In section 3.4, the proposed perfect disturbance rejection controller is modified for repetitive control, and applied to reject high order repeatable runout of hard disk drives.

Repetitive feedback controllers based on the internal model principle have the disadvantages that closed-loop characteristics worsen and it becomes difficult to assure stability robustness [88]. Therefore, in section 3.4.2, a novel control scheme that never has these problems is proposed based on open-loop estimation with switching function and disturbance rejection by feedforward approach.

### 3.3 Perfect Disturbance Rejection Control and Intersample Observer

#### 3.3.1 Plant Discretization by Multirate Sampling

For the restriction of $T_u < T_y$, the frame period $T_f$ is defined as $T_f = T_y$, and the dynamics of the controller is described by $T_f$. For simplification, the continuous-time
plant is assumed to be a SISO system in this chapter. The proposed methods, however, can be extended to deal with the MIMO system in the same way as section 2.5.2.

In the proposed multirate scheme considered in this chapter, the plant input is changed $N$ times during $T_f$ and the plant state is evaluated $M$ times in this interval, as shown in Fig. 3.1. The positive integers $M$ and $N$ are referred to as input and state multiplicities, respectively. $N$ is determined by the hardware restriction. In this section, the state multiplicity is defined as $M = N/n$, where $n$ is the plant order.

In Fig. 3.1, $\mu_j (j = 0, 1, \cdots, N)$ and $\nu_k (k = 1, \cdots, M)$ are parameters for the timing of input changing and state evaluation, which satisfy the conditions (3.1) and (3.2).

\begin{equation}
0 = \mu_0 < \mu_1 < \mu_2 < \cdots < \mu_N = 1
\end{equation}

\begin{equation}
0 < \nu_1 < \nu_2 < \cdots < \nu_M = 1
\end{equation}

If $T_y$ is divided at equal intervals, the parameters are set to $\mu_j = j/N$ and $\nu_k = k/M$.

Consider the continuous-time plant described by

\begin{equation}
\dot{x}(t) = Ax(t) + bu(t), \quad y(t) = cx(t).
\end{equation}

The discrete-time plant discretized by the multirate sampling control of Fig. 3.1 becomes

\begin{equation}
x[i+1] = Ax[i] + Bu[i], \quad y[i] = Cx[i],
\end{equation}

where $x[i] = x(iT)$, and where matrices $A, B, C$, and vector $u[i]$ are given by

\begin{equation}
\begin{bmatrix}
A & B \\
C & O
\end{bmatrix} \triangleq \begin{bmatrix}
e^{AcT_f} & b_1 \cdots b_N \\
c & 0 \cdots 0
\end{bmatrix},
\end{equation}

\begin{equation}
b_j \triangleq \int_{(1-\mu_j)T_f}^{(1-\mu_{j-1})T_f} e^{Ac}b_c d\tau, \quad u[i] \triangleq [u_1[i], \cdots, u_N[i]]^T.
\end{equation}

Figure 3.1: Multirate sampling control.
The intersample plant state at $t = (i + \nu_k)T_f$ is represented by

$$\tilde{x}[i] = \tilde{A}x[i] + \tilde{B}u[i],$$  \hspace{1cm} (3.7)

where $\tilde{x}[i]$ is a vector composed of the intersample plant state $x_k[i] \triangleq x((i + \nu_k)T_f)$ of Fig. 3.1.

$$\tilde{x}[i] \triangleq [x_1^T[i], x_2^T[i], \ldots, x_M^T[i]]^T
= [x_1^T((i + \nu_1)T_f), x_2^T((i + \nu_2)T_f), \ldots, x_M^T((i + 1)T_f)]^T$$  \hspace{1cm} (3.8)

The coefficient matrices of (3.7) are given by

$$\begin{bmatrix} \tilde{A} & \tilde{B} \end{bmatrix} \triangleq
\begin{bmatrix} \tilde{A}_1 & \tilde{b}_{11} & \cdots & \tilde{b}_{1N} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{A}_M & \tilde{b}_{M1} & \cdots & \tilde{b}_{MN} \end{bmatrix},$$  \hspace{1cm} (3.9)

$$\tilde{A}_k \triangleq e^{A_{cp} \nu_k T_f}, \quad \tilde{b}_{kj} \triangleq
\begin{cases}
\mu_j < \nu_k : & \int_{(\nu_k - \mu_j - 1)T_f}^{(\nu_k - \mu_j)T_f} e^{A_{cp} \tau} b_{c} d\tau \\
\mu(j-1) < \nu_k < \mu j : & \int_{0}^{(\nu_k - \mu(j-1))T_f} e^{A_{cp} \tau} b_{c} d\tau
\end{cases}.$$  \hspace{1cm} (3.10)

### 3.3.2 Design of Perfect Disturbance Rejection Controller

In this section, a new multirate feedback controller is proposed based on the state-space design method of the disturbance observer.

Consider the continuous-time plant model described by

$$\dot{x}_p(t) = A_{cp}x_p(t) + b_{cp}(u(t) - d(t))$$  \hspace{1cm} (3.10)

$$y(t) = c_{cp}x_p(t),$$  \hspace{1cm} (3.11)

where $d(t)$ is the disturbance input. Let the disturbance model be

$$\dot{x}_d(t) = A_{cd}x_d(t), \quad d(t) = c_{cd}x_d(t).$$  \hspace{1cm} (3.12)

For example, step type disturbance can be modeled by

$$A_{cd} = 0, \quad c_{cd} = 1,$$  \hspace{1cm} (3.13)

and sinusoidal type disturbance with frequency $\omega_d$ can be modeled by

$$A_{cd} = \begin{bmatrix} 0 & 1 \\ -\omega_d^2 & 0 \end{bmatrix}, \quad c_{cd} = [1, 0].$$  \hspace{1cm} (3.14)
The continuous-time augmented system consisting of (3.10) and (3.12) is represented by

\[ \dot{x}(t) = A_c x(t) + b_c u(t) \] (3.15)
\[ y(t) = c_c x(t) \] (3.16)

\[ A_c \triangleq \begin{bmatrix} A_{cp} & -b_c c_{cd} \\ O & A_{cd} \end{bmatrix}, \quad b_c \triangleq \begin{bmatrix} b_{cp} \\ 0 \end{bmatrix}, \quad x \triangleq \begin{bmatrix} x_p \\ x_d \end{bmatrix} \]

\[ c_c \triangleq [c_{cp}, 0]. \]

Discretizing (3.15) using multirate sampling control, the intersample plant state at \( t = (i + \nu_k)T_f \) can be calculated from the \( k \)th row of (3.7) by

\[ x[i + \nu_k] = \tilde{A}_k x[i] + \tilde{B}_k u[i] \] (3.17)

**As shown in Fig. 3.2, let the feedback control law be**

\[ u[i] = u_p[i] + u_d[i] = F_p \hat{x}_p[i] + F_d \hat{x}_d[i] = F \hat{x}[i], \] (3.20)

where \( F \triangleq [F_p, F_d] \). Letting \( e_v[i] \) be the estimation error of the observer \( (e_v[i] = \dot{v}[i] - v[i]) \), the following equation is obtained.

\[ \hat{x}[i] = x[i] + \hat{C} e_v[i]. \] (3.21)

From (3.17) to (3.21), the closed-loop system is represented by

\[ \begin{bmatrix} x_p[i + \nu_k] \\ x_d[i + \nu_k] \\ e_v[i + 1] \end{bmatrix} = \begin{bmatrix} \tilde{A}_{pk} + \tilde{B}_{pk} F_p & \tilde{A}_{pdk} + \tilde{B}_{pk} F_d & \tilde{B}_{pk} F \hat{C} \\ O & \tilde{A}_{dk} & O \\ O & O & \tilde{A} \end{bmatrix} \begin{bmatrix} x_p[i] \\ x_d[i] \\ e_v[i] \end{bmatrix}. \] (3.22)

Because full row rank of the matrix \( \tilde{B}_{pk} \) can be assured by theorem 2.3, \( F_d \) can be selected such that the (1,2) element of the above equation becomes zero for all \( k = 1, \cdots, M \).

\[ \tilde{A}_{pdk} + \tilde{B}_{pk} F_d = O \] (3.23)
The simultaneous equation of (3.23) for all \( k \) becomes

$$
\begin{align*}
\hat{A}_{pd} + \hat{B}_p F_d &= 0, \quad (3.24) \\
\begin{bmatrix} \hat{A}_{pd} & \hat{B}_p \end{bmatrix} &\triangleq 
\begin{bmatrix} \hat{A}_{pdl} & \hat{B}_{pdl} \\
\vdots & \vdots \\
\hat{A}_{pdM} & \hat{B}_{pM} \end{bmatrix}. \quad (3.25)
\end{align*}
$$

From (3.24), \( F_d \) is obtained by

$$
F_d = -\hat{B}_p^{-1} \hat{A}_{pd}. \quad (3.26)
$$

In (3.22) and (3.23), the influence from disturbance \( x_d[i] \) to the intersample state \( x_p[i+\nu_k] \) at \( t = (i+\nu_k)T_f \) can become zero. Moreover, \( x_p[i] \) and \( e_v[i] \) at the sampling point converge to zero at the rate of the eigenvalues of \( \hat{A}_{pM} + \hat{B}_{pM} F_p \) and \( \hat{A} \) (the poles of the regulator and observer). Therefore, perfect disturbance rejection is achieved \( (x_p[i+\nu_k] = 0) \) in the steady state. The poles of the regulator and observer will be tuned by taking account of the tradeoff between the performance and stability robustness.
Substituting (3.18) for (3.20), the feedback type controller is obtained by

\[
\begin{bmatrix}
\hat{v}[i+1] \\
u[i]
\end{bmatrix} = \begin{bmatrix}
\hat{A} + \hat{J}FC & b + \hat{J}Fd \\
FC & Fd
\end{bmatrix}
\begin{bmatrix}
\hat{v}[i] \\
y[i]
\end{bmatrix},
\] (3.27)

as shown in Fig. 3.3.

### 3.3.3 Design of Intersample Observer and Feedback Controller

Because the multirate system becomes a MISO system, the feedback gain \(F_p\) cannot be uniquely decided only by the pole assignment of \(\hat{A}_{pM} + \hat{B}_{pM}F_p\). A simple solution to eliminate this redundancy is to make the state-feedback control input \(u_p[i]\) hold a constant value during the sampling period, which is represented by

\[
u_p[i] = \begin{bmatrix}
u_{p1}[i] \\
\vdots \\
u_{pN}[i]
\end{bmatrix} = \begin{bmatrix}
f_y \\
\vdots \\
f_y
\end{bmatrix} \hat{x}_p[i],
\] (3.28)

where \(f_y\) is the state-feedback gain designed for the sampling period \(T_y\).

Because the above control law generates a large phase delay when using the zero-order hold, a novel observer which estimates the intersample response is introduced in this section. By using this observer, the state feedback gain \(F_p\) is calculated. From the estimated state (3.19) at the sampling points, the intersample plant state is estimated by

\[
\hat{x}_p[i] = \hat{A}_p\hat{x}_p[i] + \hat{B}_pu_p[i],
\] (3.29)

where \(\hat{x}_p[i] = [\hat{x}_p[i + \mu_0], \ldots, \hat{x}_p[i + \mu_{N-1}]]^T\), and \(\hat{A}_p\) and \(\hat{B}_p\) are calculated by (3.7).

Because the plant output cannot be measured during the sampling period, the intersample state is calculated based on open-loop sense using the mathematical model. Convergence of the estimation error can be assured at the sampling points.

Utilizing the intersample estimated state, let the state-feedback control input be

\[
u_p[i] = \begin{bmatrix}
u_{p1}[i] \\
\vdots \\
u_{pN}[i]
\end{bmatrix} = \begin{bmatrix}
f_u \\
\vdots \\
f_u
\end{bmatrix} \hat{x}_p[i] = F_u\hat{x}_p[i],
\] (3.30)

where \(f_u\) is the state-feedback gain designed for the control period \(T_u\).

Assuming \(u[i] = u_p[i]\) on (3.30), the control input of (3.29) is represented by

\[
u_p[i] = F_u\hat{x}_p[i] = F_u(\hat{A}_p\hat{x}_p[i] + \hat{B}_pu_p[i]).
\] (3.31)

---

1 In (3.29), \(\cdot\) and \(\cdot\) represent the estimated and intersample variables, respectively.
Solving (3.31) for $u_p[i]$, the following equation is obtained.

$$u_p[i] = (I - F_u \tilde{B}_p)^{-1} F_u \tilde{A}_p \hat{x}_p[i]$$

Thus, $F_p$ is obtained by

$$F_p = (I - F_u \tilde{B}_p)^{-1} F_u \tilde{A}_p.$$  \hspace{1cm} (3.33)

Because the proposed intersample observer can compensate for the large phase delay caused by zero-order hold, the stability margin of the closed-loop system is improved as will be shown in section 6.2. This approach is essentially equivalent to the instantaneous speed observer for servomotors [59] and the multirate estimation for hard disk drive [50, 51, 55, 89]. The advantages of the proposed intersample observer are 1) calculation resources can be saved because the feedback gain (3.33) is obtained by off-line calculation, 2) the proposed theory is generalized and not oriented to one application, and 3) it is applicable to systems with time delay.

### 3.3.4 Extension to systems with time delay

In this section, the proposed multirate feedback control is extended to plants with time delay in the same way as section 2.5.1. The continuous-time plant with time delay $T_d$ is described by

$$\dot{x}(t) = A_c x(t) + b_c u(t)$$

$$y(t) = c_c x(t - T_d),$$

as shown in Fig. 3.4. Because the time delay is considered to be delay due to calculation, it is assumed to be shorter than the frame period ($T_d \leq T_f$) for simplification. However, longer time delay can also be considered in the same way as [82].
The discrete-time plant with multirate hold can be represented by

\[
\tilde{x}[i+1] = \tilde{A}\tilde{x}[i] + \tilde{B}\tilde{u}[i] \tag{3.36}
\]

\[
\tilde{y}[i] = \tilde{C}\tilde{x}[i] \tag{3.37}
\]

\[
\bar{A} \triangleq \begin{bmatrix} A & O \\ O & O \end{bmatrix}, \quad \bar{B} \triangleq \begin{bmatrix} B \\ E \end{bmatrix}, \quad \bar{C} \triangleq \begin{bmatrix} c \\ g \\ O \\ I_{n_u} \end{bmatrix}, \tag{3.38}
\]

\[
\bar{x} \triangleq \begin{bmatrix} x \\ x_u \end{bmatrix}, \quad \bar{y} \triangleq \begin{bmatrix} y \\ x_u \end{bmatrix} \tag{3.39}
\]

\[
c \triangleq c_c e^{A_c \nu_y T_f}, \quad g \triangleq \left[ g_{N-n_u+1}, \cdots, g_{N} \right], \tag{3.40}
\]

\[
E \triangleq [O, I_{n_u}], \quad \nu_y \triangleq \frac{T_d}{T_f} \tag{3.41}
\]

where \( g_j \) is defined in (2.66), \( n_u \) is a number of \( u[i-1] \) elements during \( T_d \) in Fig. 3.4, and \( x_u \) is a vector composed of this control input \( \left[ x_u[i] = [u_{N-n_u+1}[i-1], \cdots, u_N[i-1]]^T \right] \).

In (3.37), the measurement variable \( \bar{y} \) includes the past control input \( x_u \) in order to make the system observable\(^2\).

For the plant with time delay represented by (3.36) and (3.37), the discrete-time observer at the sampling points is obtained from Gopinath’s method by

\[
\hat{\phi}[i+1] = \tilde{A}\hat{\phi}[i] + \tilde{B}\hat{\phi}[i] + \hat{J}\bar{u}[i] \tag{3.42}
\]

\[
\hat{x}[i] = \tilde{C}\hat{\phi}[i] + \tilde{D}\bar{y}[i]. \tag{3.43}
\]

Using the feedback gain designed in (3.26), let the control law be

\[
u[i] = \bar{F}x[i], \quad \bar{F} \triangleq [F_d, O]. \tag{3.44}
\]

By the parallel discussion with section 3.3.2, perfect disturbance rejection performance is preserved by (3.44).

Substituting (3.44) for (3.42) and (3.43), the feedback type observer is obtained by

\[
\begin{bmatrix} \hat{\phi}[i+1] \\ \bar{u}[i] \end{bmatrix} = \begin{bmatrix} \hat{A} + \hat{J}\bar{F}\bar{C} \\ \hat{F}\bar{C} \end{bmatrix} \begin{bmatrix} \hat{A} + \hat{J}\bar{F}\bar{D} \\ \bar{F}\bar{D} \end{bmatrix} \begin{bmatrix} \hat{\phi}[i] \\ \bar{y}[i] \end{bmatrix}
\]

\[
= \begin{bmatrix} A_c & b_{c1} \\ C_c & d_{c1} \end{bmatrix} \begin{bmatrix} B_{c2} \\ D_{c2} \end{bmatrix} \begin{bmatrix} \hat{\phi}[i] \\ \bar{y}[i] \\ \bar{u}[i] \end{bmatrix}. \tag{3.45}
\]

\(^2\)If \( x_u \) is not included in the measurement variable, the system becomes unobservable.
Using the definition of $x_u[i + 1] = Eu[i]$, state space representation of $C_2[z]$ is obtained by

$$
\begin{bmatrix}
\dot{v}[i + 1] \\
x_u[i + 1] \\
u[i]
\end{bmatrix} =
\begin{bmatrix}
A_c & B_{c2} & b_{c1} \\
EC_c & ED_{c2} & Ed_{c1} \\
C_c & D_{c2} & d_{c1}
\end{bmatrix}
\begin{bmatrix}
\hat{v}[i] \\
x_u[i] \\
y[i]
\end{bmatrix}.
$$

(3.46)
3.4 Periodic Disturbance Rejection Control

In this section, PDR is applied to periodic disturbance, and two multirate repetitive controllers are proposed, they are 1) feedback approach based on the internal model principle and 2) feedforward disturbance rejection approach based on open-loop estimation.

3.4.1 Feedback Repetitive Control

The disturbance with period \( T_0 \triangleq 2\pi/\omega_0 \) can be represented by the Fourier series as

\[
d(t) = a_0 + \sum_{k=1}^{\infty} a_k \cos k\omega_0 t + b_k \sin k\omega_0 t.
\]

where \( \omega_0 \) is known and \( a_k, b_k \) are unknown parameters. Letting the disturbance model (3.12) be (3.47), the repetitive feedback controller is obtained by (3.27), having the internal model \( s^2 + (k\omega_0)^2 \) in discrete-time domain. Repetitive disturbance is perfectly rejected \( (x_p[i + \nu_k] = 0) \) at \( M \) inter-sample points in the steady state.

3.4.2 Feedforward Repetitive Control

Repetitive feedback control based on the internal model principle has the disadvantages that closed-loop characteristics worsen and it becomes difficult to assure stability robustness [90]. Therefore, in this section, a novel repetitive controller based on open-loop estimation with switching function and feedforward disturbance rejection is proposed, as shown in Fig. 3.5.

The repetitive disturbance is estimated by the open-loop disturbance observer. When the estimation converges to the steady state, the switch turns on at \( t = t_0 \). After that,
the switch turns off immediately. Repetitive disturbance is calculated by (3.48) from the initial value \( \hat{x}_d[t_0] \) which contains the amplitude and phase information of the disturbance.

\[
\hat{x}_d[i + 1] = A_{dd}\hat{x}_d[i], \quad A_{dd} = e^{A_{cd}T_f}
\]  

(3.48)

Because the disturbance feedforward \( F_d \) is obtained by (3.26), perfect disturbance rejection is achieved at \( M \) inter-sample points. The advantage of this approach is that the feedback controller \( C_2[z] \) is completely independent of the repetitive controller. Thus, stability robustness is guaranteed by the feedback controller. With this scheme, it becomes possible to construct the repetitive controller without sacrifice of the feedback characteristics.

Moreover, by introducing the initial value compensation of the feedback controller \( C_2[z] \) at \( t = t_0 \), transient response can be improved after the switching action. If the initial state of the observer \( \hat{v}[t_0] \) is set by (3.49), the plant state \( x_p[i] \) of (3.22) converges to zero at the rate of the eigenvalues of \( \tilde{A}_{pM} + \tilde{B}_{pMF} \) at the sampled points. Thus, if the poles of the regulator are assigned appropriately, it is possible to prevent overshoot.

\[
\hat{C}\hat{v}[t_0] = x[t_0] - d_y[t_0]
\]  

(3.49)

In (3.49), the plant state \( x[t_0] \) is obtained from the value estimated by the open-loop observer \( \hat{x}[t_0] \).

### 3.4.3 Optimization of the Inter-sample Disturbance Rejection Performance

In section 3.4.1 and section 3.4.2, the state multiplicity is defined as \( M = N/n \) in order to reject the disturbance perfectly at \( M \) inter-sample points. In this section, \( M \) is selected to be more than \( N/n \) in order to optimize the inter-sample performance. This approach is referred to as the fast sampling technique in the advanced sampled-data control theory [27, 39, 40].

When \( M \) is selected to be more than \( N/n \), it is impossible to satisfy (3.24) because the number of rows of \( \tilde{B}_p \) is larger than that of columns. Therefore, the inter-sample performance can be optimized by minimizing \( \tilde{B}_p \) for all \( k(= 1, \cdots, M) \). Thus, the problem is formulated by

\[
\min_{F_d} \| \tilde{A}_{pd} + \tilde{B}_pF_d \| \text{ s. t. } \tilde{A}_{pdM} + \tilde{B}_{pMF} = O.
\]  

(3.50)

The above constraint is the condition that the controller includes the disturbance model, which assures the convergence of \( x_p[i] \) at the sampling points \( (k = M) \).
From Lagrange’s undetermined multiplier method, the solution of (3.50) is obtained by

\[ F_d = Z T (Y Z Y T)^{-1} Y Z X T - X T, -Y T (Y Z Y T)^{-1}] \tilde{A}_{pd}, \tag{3.51} \]

where \( X \triangleq [\tilde{B}_{p1}, \cdots \tilde{B}_{p(M-1)}]^T, Y \triangleq \tilde{B}_{pM}, Z \triangleq (X^T X)^{-1} \), and the Frobenius norm is adopted in (3.50). The proof is shown in Appendix C. \( M \) has to be selected more than \( N \) to assure the non-singularity of \( Z \).

### 3.5 Summary

In this chapter, digital control systems which have hardware restrictions of \( T_u < T_y \) were assumed. In section 3.3, the multirate feedback controller was proposed, which guarantees perfect disturbance rejection at \( M \) intersample points in the steady state. Next, the intersample observer was proposed, which increases the stability margin by estimation and compensation of the intersample response. Moreover, the proposed method is extended to systems with time delay.

In section 3.4, two multirate repetitive controllers were proposed, they are 1) feedback approach based on internal model principle and 2) feedforward disturbance rejection approach based on the open-loop estimation and switching function. By using the latter approach, it becomes possible to prevent the closed characteristics from worsening when using the internal model.
Chapter 4

Controller Discretization Based on Perfect State Matching

4.1 Abstract

In this chapter, a novel discretization method for continuous-time controllers is proposed based on perfect state matching (PSM) control. In the PSM, the states in the continuous-time system are completely reserved in the obtained sampled-data system. The features of the proposed method are 1) multirate input control is employed, and the lth plant input is changed $N_l$ times during one sampling period, 2) the states of the discretized sampled-data system completely match those of the original continuous-time closed-loop system at every sampling period, and 3) the proposed method is applicable to static state-feedback and/or dynamic controllers. Next, the continuous-time observer is discretized using the multirate output control. Moreover, the proposed method is extended to the systems with long sampling period relative to the control period.

The proposed perfect state matching control is applied to position control systems for servomotors and vibration suppression control for hard disk drives in chapter 7.

4.2 Introduction

In digital control systems, the controlled plant is a continuous-time system while the controller is a discrete-time system. Thus, the conversion from continuous-time system to discrete-time system is required in either the modeling or controller design stage, as shown in Fig. 4.1. Concerning the issue of when it should be discretized, it is possible to classify the design of digital controller into three methods [26, 73].

First, the “controller discretization” considered in this chapter is a technique by which
an ideal analog controller designed in continuous-time is converted to an equivalent digital controller. This approach is also referred as digital redesign [73, 91] or continuous-based synthesis [26]. In this approach, ideal closed-loop characteristics is preserved if the sampling period is short enough. However, because conventional discretization methods are based on approximations, they do not assure the ideal closed-loop characteristics and stability if the sampling period cannot be set short enough.

Second, in discrete-time based design, the plant is modeled in discrete-time, and the digital controller is designed based on discrete-time theory. This approach assures the stability of the closed-loop system and the performance at the sampled points. However, it does not consider the intersample response.

Third, in sampled-data design, the digital controller is obtained directly from the continuous-time plant considering the intersample response, as mentioned in section 1.1.1. However, in this approach, only the $H_2$ and $H_{\infty}$ problems have been resolved. The advantage of this approach is that robust stability for the plant uncertainty can be assured. But, sometimes the approach is overly conservative. This approach is not always applicable, because $H_2$ and $H_{\infty}$ theory generally have many assumptions.

Moreover, the sampling period has to be determined before the controller design stage
in the discrete-time based and the sampled-data approaches. In practice, however, the
sampling period sometimes cannot be determined in the design stage, and is changed
several times during the implementation to real systems.

Thus, in this chapter, a novel discretization method of controllers is developed consid-
ering the closed-loop system. The necessity and importance of controller discretization
are as follows [73].

1. An existing analogue controller can be replaced. Thus, the tuning knowledge of
conventional controllers such as PID controller is available.

2. The sampling period depends on the order of the controller and the capability of
the processor and interface. In practice, it cannot be determined prior to implement-
ation. Thus, the continuous controller is designed based on the continuous-time
model, and it is replaced by the digital controller with the shortest sampling period.
Introducing controller discretization, it is possible to greatly lighten the engineers’
burden when the sampling period is changed.

3. Continuous-time theory has a longer history than discrete-time and sampled-data
theory. Moreover, in continuous-time design, the controller can be designed without
considering Nyquist frequency limitations.

Historically, one of the most popular discretization methods is the Tustin (or bilinear)
transformation, in which an s-domain analog controller is transformed into a z-domain
digital controller by

\[ s = \frac{2(z - 1)}{T(z + 1)}. \]  

(4.1)

This approach is straightforward, and the stable poles of the controller in s-domain are
mapped inside the unit circle in z-domain. However, the closed-loop stability is not
assured. Therefore, in this approach, the feedback system may become unstable if the
sampling time is set too long.

In [91, 92, 93], discretization methods based on closed-loop characteristics were devel-
oped. However, these attempts do not assure closed-loop stability, because approxima-
tions were made to obtain solutions of the discretization (see chapter 4.3.1). In [94], the
feedforward and feedback gains are altered at every sampling period, so that the states of
the two systems match at the end of \( N \) sampling periods. The method in [94] is similar
to the proposed method only in certain special cases. However, the number of times of
gain alternation, \( N \), is redundant compared to the proposed method in this chapter.

The method of [91] was further investigated in [95], and a different approximation was
proposed for obtaining a solution of the discretization, in which the closed-loop stability
was maintained. However, the transition matrices of the original and approximately discretized systems are not same. Furthermore, the methods in [91, 92, 93, 94, 95] have a limitation that the original continuous-time controller must be of the static state-feedback type and that all of plant state variables must be directly detected.

The other discretization methods for dynamic controllers were developed in [96, 97, 40]. These methods tried to match closed-loop frequency response approximately. However, because of using these approximations, closed-loop stability could not be assured [96, 97], and the solution of the discretization could not be obtained in large sampling period [40].

Multirate digital controls have been proposed for applications in the pole/zero assignment problem, strong stabilization, simultaneous stabilization, adaptive control, and so on, as mentioned in chapter 1. However, this chapter makes the first attempt to apply multirate digital control to the controller discretization problem.

The purpose of the proposed method is to develop a new digital controller from the analog controller so that all of the states of the sampled-data closed-loop system completely match those of the original continuous-time closed-loop system at every sampling instance. This dissertation refers to the technique as perfect state matching (PSM) control. Thus, the stability of the closed-loop system is retained, and the transition matrices of the two systems become identical. In the proposed method, multirate-input digital control is employed, and the \( l \)th plant input is changed \( N_l \) times during one sampling period. [24] and [83] called this method N-Delay control after [8]. The digital controller can be automatically discretized by the following procedure. Moreover, discretization method for an observer is also presented, in which multirate-output digital control is employed. Therefore, the proposed method can deal with the system even if a part of the plant states are not directly detected, and it is applicable both to static state-feedback controllers and dynamic controllers.

### 4.3 Controller Discretization without Hardware Restriction

In this section, novel discretization methods of continuous-time controllers are proposed for systems without hardware restrictions in the sampling mechanism. After the problems of the conventional method are explained in section 4.3.1, a discretization method is proposed for two-degree-of-freedom state-feedback controllers with dynamics based on multirate input control in section 4.3.2. Next, the continuous-time observer is discretized based on multirate output control in section 4.3.3.
4.3.1 Problem of the Conventional Method

In this section, we consider the problem of matching the responses of an existing continuous-time system as shown in Fig. 4.2, with those of the discrete-time system shown in Fig. 4.3 for the same initial conditions. Consider the linear continuous-time system described by

\[ \dot{x}(t) = A_c x(t) + b_c u(t). \] (4.2)

Also, let the continuous-time state-feedback control law be

\[ u(t) = f_c x(t). \] (4.3)

The continuous-time closed-loop system becomes

\[ \dot{x}(t) = (A_c + b_c f_c) x(t) \] (4.4)

and its sampled-data system with sampling period \( T \) is

\[ x((i+1)T) = e^{(A_c + b_c f_c)T} x(iT). \] (4.5)

Consider the discrete-time system utilizing conventional zero-order hold described by

\[ x[i+1] = A x[i] + b u[i] \] (4.6)

where \( x[i] = x(iT) \), \( A \triangleq e^{A_c T} \), and \( b \triangleq \int_0^T e^{A_c \tau} d\tau b_c \). Letting the discrete-time state-feedback control law be \( u[i] = f(T) x[i] \), the discrete-time closed-loop system becomes

\[ x[i+1] = (A + b f(T)) x[i]. \] (4.7)

From (4.5) and (4.7), the discretization problem is to find the discrete-time gain \( f(T) \) from the continuous-time gain \( f_c \) so that the equation

\[ A + b f(T) = e^{(A_c + b_c f_c)T} \] (4.8)

is satisfied. If the above condition is satisfied, perfect state matching (PSM) control is achieved, in which the states of the digitally controlled system in (4.7) completely match those of the continuous-time system in (4.5) at every sampling point. The existence of \( f(T) \) in (4.8), however, is not always guaranteed because the dimension of the input is generally less than that of the state. Therefore, in [91, 92], (4.8) is approximately solved for \( f(T) \). But, because of the approximation, the stability of the obtained digital closed-loop system is not always assured, and the time response is different from that of the continuous-time feedback system.
\[ u(t) \quad \dot{x}(t) = A_c x(t) + b_c u(t) \quad y(t) \]
\[ y(t) = c_c x(t) \]

Figure 4.2: Continuous-time state-feedback control system.

\[ u[i] \quad u(t) \quad \dot{x}(t) = A_c x(t) + b_c u(t) \quad y(t) \]
\[ y(t) = c_c x(t) \]

\[ f(T) \quad x[i] \quad T' \quad \text{Sampler} \]

Figure 4.3: Discrete-time state-feedback control system.

4.3.2 Discretization of Controller by Multirate Input Control

In this section, a novel discretization method for continuous-time controllers is presented based on multirate input control, in which the \( l \)th plant input is changed \( N_l \) times during one sampling period. The introduction of multirate input control increases the input dimension, thus (4.8) can be solved without any approximation. Moreover, the proposed method is applicable both to continuous-time dynamic controllers (\( u = K(s) y \)) and static state-feedback controllers (\( u = f x \)). The proposed method succeeds in this generalization by the introduction of 1) the closed-loop augmented system consisting of the plant and the dynamic controller, and 2) multirate input control.

In this section, a two-degree-of-freedom controller with dynamics is considered as the original analogue controller. The plant is a linear multi-input multi-output (MIMO) system, and all of the plant states are assumed to be measurable. If a part of the plant states can not be detected directly, the discretized observer should be employed, as presented in section 4.3.3.
Consider the continuous-time plant described by

\[
\dot{x}_{cp}(t) = A_{cp}x_{cp}(t) + B_{cp}u_{cp}(t) \tag{4.9}
\]
\[
y_{cp}(t) = C_{cp}x_{cp}(t) \tag{4.10}
\]

where the plant state \(x_{cp} \in \mathbb{R}^{n_p}\), the plant input \(u_{cp} \in \mathbb{R}^{m_p}\), and the plant output \(y_{cp} \in \mathbb{R}^{p_p}\). As shown in Fig. 4.4, let the original continuous-time controller be

\[
\dot{x}_{ck}(t) = A_{ck}x_{ck}(t) + B_{ck1}r(t) + B_{ck2}x_{cp}(t) \tag{4.11}
\]
\[
u_{cp}(t) = C_{ck}x_{ck}(t) + D_{ck1}r(t) + D_{ck2}x_{cp}(t), \tag{4.12}
\]

where the controller state \(x_{ck} \in \mathbb{R}^{n_k}\) and the reference input \(r \in \mathbb{R}^{m_r}\). This representation includes a wide class of controllers such as static state feedback controller \((u(t) = f_c x(t))\), unity feedback controller with dynamics \((u(t) = K(s)(r(t) - y(t)))\), and two-degree-of-freedom controller \((u(t) = C_1(s)r(t) - C_2(s)y(t)))\).

From (4.9) \sim (4.12), the continuous-time closed-loop augmented system consisting of the plant and the controller is represented by

\[
\dot{x}_{c}(t) = \bar{A}_c \bar{x}_c(t) + \bar{B}_c r(t) \tag{4.13}
\]

where

\[
\bar{A}_c \triangleq \begin{bmatrix}
A_{cp} + B_{cp}D_{ck2} & B_{cp}C_{ck} \\
B_{ck2} & A_{ck}
\end{bmatrix},
\bar{B}_c \triangleq \begin{bmatrix}
B_{cp}D_{ck1} \\
B_{ck1}
\end{bmatrix},
\bar{x}_c \triangleq \begin{bmatrix}
x_{cp} \\
x_{ck}
\end{bmatrix}. \tag{4.14}
\]

Assuming the reference input \(r\) is piecewise-constant, i.e. \(r(t) = r(iT)\) for \(iT \leq t < (i + 1)T\), the sampled-data system for the sampling period \(T\) becomes

\[
\bar{x}_c((i + 1)T) = \bar{A}\bar{x}_c(iT) + \bar{B}r(iT) \tag{4.15}
\]
where

$$\bar{A} \triangleq e^{\bar{A} \Delta} e^{A \Delta} \triangleq e^{\frac{n_p}{n_k} \left( \begin{array}{cc} \bar{A}_{11} & \bar{A}_{12} \\ \bar{A}_{21} & \bar{A}_{22} \end{array} \right)}, \quad \bar{B} \triangleq \int_0^T e^{\bar{A} \tau} B_c d\tau \triangleq \frac{n_p}{n_k} \left( \begin{array}{c} \bar{B}_1 \\ \bar{B}_2 \end{array} \right).$$

(4.16)

Next, the discrete-time controller is obtained from the original continuous-time control system (4.15) using multirate input control. In this scheme, the $l$th ($l = 1, 2, \cdots, m_p$) plant input is changed $N_l$ times during one sampling period as shown in Fig. 4.5. The selection of the $N_l$ is made with reference to the following condition.

$$N_l \geq \sigma_l \quad (4.17)$$

where $(\sigma_1, \ldots, \sigma_{m_p})$ is a set of generalized controllability indices of $(A_{cp}, B_{cp})$ which are defined in section 2.5.2.

The discrete-time plant using multirate input control is given by

$$x_{dp}[i+1] = Ax_{dp}[i] + Bu[i] \quad (4.18)$$

where $x_{dp} \in \mathbb{R}^{n_p}$ is the plant state, the coefficient matrices $A$ and $B$ are calculated by (2.81), and $u[i] \in \mathbb{R}^N (N \triangleq N_1 + N_2 + \cdots + N_{m_p} \geq n_p)$ is the multirate input vector defined by

$$u[i] = [u_{11}[i], \cdots, u_{1N_1}[i], u_{21}[i], \cdots, u_{mN_m}[i]]^T, \quad (4.19)$$

where $u_{lj}[i] \in \mathbb{R}^1$ is the $l$th plant input for $(i + \mu_{(j-l-1)}T) \leq t < (i + \mu_{lj})T$ ($l = 1, \ldots, m_{p}\ , \ j = 1, \ldots, N_l$), as shown in Fig. 4.5.
As shown in Fig. 4.6, let the discrete-time controller be

\[
x_{dk}[i + 1] = A_{dk}x_{dp}[i] + B_{dk1}r[i] + B_{dk2}x_{dk}[i]
\]

\[
u[i] = C_{dk}x_{dp}[i] + D_{dk1}r[i] + D_{dk2}x_{dk}[i].
\]

where the controller state \(x_{dk} \in \mathbb{R}^{n_k}\). From (4.18) \sim (4.21), the discrete-time closed-loop augmented system is represented by

\[
\bar{x}_{d}[i + 1] = \bar{A}_d \bar{x}_d[i] + \bar{B}_d r[i]
\]

where

\[
\bar{A}_d \triangleq \begin{bmatrix} A & BD_{dk2} & BC_{dk} \\ B_{dk2} & A_{dk} \end{bmatrix}, \quad \bar{B}_d \triangleq \begin{bmatrix} BD_{dk1} \\ B_{dk1} \end{bmatrix}, \quad \bar{x}_d \triangleq \begin{bmatrix} x_{dp} \\ x_{dk} \end{bmatrix}.
\]

Comparing (4.15) and (4.22), if the following conditions are satisfied, the states of the digitally controlled system \((\bar{x}_d)\) completely match the states of the continuous-time system \((\bar{x}_c)\) at every sampling period for any arbitrary initial state and piecewise-constant reference input.

\[
\begin{bmatrix} \bar{A}_{11} & \bar{A}_{12} \\ \bar{A}_{21} & \bar{A}_{22} \end{bmatrix} = \begin{bmatrix} A + BD_{dk2} & BC_{dk} \\ B_{dk2} & A_{dk} \end{bmatrix}
\]

\[
\begin{bmatrix} \bar{B}_1 \\ \bar{B}_2 \end{bmatrix} = \begin{bmatrix} BD_{dk1} \\ B_{dk1} \end{bmatrix}
\]

Here, the necessary and sufficient condition for the solution of the linear matrix equation \((Ax = b)\) is

\[
\text{rank } A = \text{rank } [A, b].
\]
Therefore, the necessary and sufficient conditions for the existence of $C_{dk}, D_{dk1},$ and $D_{dk2}$ in (4.24) and (4.25) are given by

$$\text{rank} B = \text{rank} [B, \bar{A}_{11} - A]$$

$$= \text{rank} [B, A_{12}] = \text{rank} [B, \bar{B}_1].$$ (4.27)

From theorem 2.3, the row rank of matrix $B$ is full, thus, (4.27) is satisfied. As a result, the existence of the solution of (4.24) and (4.25) is assured. Solving (4.24) and (4.25), the parameters of the digital controller are given by

$$A_{dk} = \bar{A}_{22}, \quad B_{dk1} = \bar{B}_2, \quad B_{dk2} = \bar{A}_{21}, \quad C_{dk} = B^{-} \bar{A}_{12},$$

$$D_{dk1} = B^{-} \bar{B}_1, \quad D_{dk2} = B^{-} (\bar{A}_{11} - A_{cp}),$$ (4.28)

where $B^{-}$ is the generalized inverse of matrix $B$ [85].

Comments 1) if $(A_{cp}, B_{cp})$ is a controllable pair, the proposed method is always applicable. 2) If the original continuous-time system is stably designed, the stability of the discretized system is assured because the two transition matrices (4.24) become identical. Moreover, (4.24) can guarantee the inter-sample stability [27]. 3) The states of the obtained sampled-data system completely match those of the original continuous-time closed-loop system at every sampling period, independent of sampling period. Therefore, the proposed method is superior to conventional methods [91, 92, 93, 94, 95, 96, 97, 40].

4.3.3 Discretization of Observer by Multirate Output Control

Because the digital controller obtained in 4.3.2 makes use of state-feedback control as shown in (4.20) and (4.21), all states need to be detected directly and instantaneously. However, in the general case, not all states are always detected directly, and the calculation time delay may not be negligible. Therefore, we should consider a discrete-time state observer to feedback the estimated plant state $\hat{x}[i]$ instead of the plant state $x[i]$.

In this section, the discretization method for a state observer is proposed using multirate-output control based on the duality of the discretization method for the controller. The advantage of the proposed method is that the discrete-time estimation errors completely match the continuous-time estimation errors at every frame period.

Consider the designed continuous-time observer of Fig. 4.7 for the continuous-time plant (4.9) described by

$$\dot{\hat{x}}_{cp}(t) = A_{cp} \hat{x}_{cp}(t) + B_{cp} u_{cp}(t) + K_{cp}(y_{cp} - C_{cp} \hat{x}_{cp}(t))$$ (4.29)

where $\hat{x}_{cp}$ is the estimated plant state. The estimation error of the continuous-time state
\[ e_{cp}(t) = \dot{x}_{cp}(t) - \dot{\hat{x}}_{cp}(t) = (A_{cp} - K_{cp} C_{cp}) e_{cp}(t). \] (4.30)

The sampled-data system for the frame period \( T_f \) is represented by

\[ e_{cp}(i + 1)T_f = e^{(A_{cp} - K_{cp} C_{cp})T_f} e_{cp}(iT_f). \] (4.31)

In the proposed method, the multirate output control is employed, in which the \( q \)th plant output is detected \( M_q \) times during one frame period as shown in Fig. 4.8, and the discrete-time estimation errors \( e_{dp} \) completely match the continuous-time estimation errors \( e_{cp} \) at every frame period. This control scheme is a duality mechanism of the multirate input control. The selection of output multiplicities \( M_q \) is made with reference to the following
\[ M_q \geq \rho_q \quad (4.32) \]

where \((\rho_1, ..., \rho_{p_p})\) is a set of generalized observability indices of \((A_{cp}, C_{cp})\) which are defined as follows.

**Definition 4.1** Generalized observability indices of \((A_{cp}, C_{cp})\) are defined as follows for \(A_{cp} \in \mathbb{R}^{n_p \times n_p}\) and \(C_{cp} \in \mathbb{R}^{p_p \times n_p}\). If \((A_{cp}, C_{cp})\) is an observable pair, \(n_p\) linearly independent vectors can be selected from

\[
\{ c_{c1}, ..., c_{cp_p}, c_{c1}A_{cp}, ..., c_{cp_p}A_{cp}, ..., c_{cp_p}A_{cp}^{n_p-1} \}
\]

where \(C_{cp} = [c_{c1}^T, ..., c_{cp_p}^T]^T\). Letting \(\varphi\) be a set of these \(n_p\) vectors, \(\rho_q\) are defined by

\[ \rho_q = \text{number}\{k|c_{cq}A_{cp}^{k-1} \in \varphi\} \quad (4.33) \]

\[ \sum_{q=1}^{p_p} \rho_q = n_p. \quad (4.34) \]

The discrete-time plant using multirate input and multirate output control is given by

\[
x_{dp}[i+1] = Ax_{dp}[i] + Bu[i] \quad (4.35)
\]

\[
y[i] = Cx[i] + Du[i], \quad (4.36)
\]

where the coefficient matrices \(A, B, C,\) and \(D\) are calculated by (2.81), and \(y[i] \in \mathbb{R}^M(M \triangleq M_1 + M_2 + ... + M_{p_p} \geq n_p)\) is the multirate output vector defined by

\[
y[i] = [y_{11}[i], \cdots, y_{1M_1}[i], y_{21}[i], \cdots, y_{p_pM_{p_p}}[i]]^T, \quad (4.37)
\]

where \(y_{qk}\) is the \(q\)th plant output at \(t = (i + \nu_{qk})T_f\) \((q = 1, 2, \cdots, p_p, k = 1, 2, \cdots, M_q)\).

Using the output \(y[i]\), let the discrete-time observer be

\[
\hat{x}_{dp}[i+1] = A\hat{x}_{dp}[i] + Bu[i] + K(y[i] - (C\hat{x}[i] + Du[i])) \quad (4.38)
\]

where the state of the discrete-time observer \(\hat{x}_{dp} \in \mathbb{R}^{n_p}\). The estimation error of the discrete-time state \(e_{dp}(\triangleq x_{dp} - \hat{x}_{dp})\) is represented by

\[
e_{dp}[i+1] = x_{dp}[i+1] - \hat{x}_{dp}[i+1] = (A - KC)e_{dp}[i]. \quad (4.39)
\]

Comparing (4.31) and (4.39), if the following condition is satisfied, the estimation errors of the continuous-time states \((e_{cp})\) completely match those of the discrete-time states \((e_{dp})\) at every frame period.

\[ e(A_{cp} - K_{cp}C_{cp})T_f = A - KC \quad (4.40) \]
From (4.26), the necessary and sufficient condition for existence of $K$ in (4.40) is given by

$$\text{rank} C = \text{rank} \left[ \begin{array}{c} C \\ A - e^{(A_{cp} - K_{cp}C_{cp}T_f)} \end{array} \right].$$

(4.41)

With regards to the matrix $C$, the next theorem is proved in [72], if $\rho_q$ is the generalized observability controllability index. For the case of the observability index, it is also proved in [10].

**Theorem 4.1** Let $(A_{cp}, C_{cp})$ be an observable pair. If the output multiplicities satisfy $M_q \geq \rho_q$ for $(q = 1, 2, \ldots, p_p)$, for almost all $\nu_{qk}(k = 1, \ldots, M_q)$ and almost all $T$, the matrix $C$ has full column rank, i.e.

$$\text{rank} C = n_p.$$  

(4.42)

Because of this theorem, the column rank $C$ in (4.41) is full, thus, (4.41) is satisfied. As a result, the existence of $K$ in (4.40) is assured. Solving (4.40), the parameters of the digital observer are given by

$$K = (A - e^{(A_{cp} - K_{cp}C_{cp}T_f)} C_{cp})^{-}. $$

(4.43)

The discretization method presented in this section is for full order observers only. However, this result was extended to minimum order observers in [72].
4.4 Controller Discretization with Sampling Restriction

In this section, hardware restrictions where the sampling period is relatively long \( T_u < T_y \) are considered, because this assumption is very common in motion control system as mentioned in section 1.1.2 and 3.2. For this system, a novel discretization method of an analogue controller is proposed using perfect state matching based on multirate input control. In the proposed scheme, the plant state of the digitally controlled system perfectly matches that of the ideal continuous-time system at \( M \) intersample points during \( T_y \).

In the proposed methods of section 4.3, it was impossible to implement the internal model of disturbance because they do not consider the open-loop characteristics of the controller. On the other hand, in this section, the augmented system with disturbance is introduced to estimate and reject disturbance. By this approach, the obtained digital controller can have an internal model such as an integrator \( \frac{1}{s} \).

For simplification, the continuous-time system is assumed to be composed of a SISO plant and a one-degree-of-freedom controller with disturbance observer. The proposed methods, however, can be extended to more general cases in the same way as section 2.5.2 and 4.3.2.

For the restriction of \( T_u < T_y \), the frame period \( T_f \) is defined as \( T_f = T_y \) [1], and the dynamics of the controller is described by \( T_f \).

4.4.1 Design of Continuous-time Controller

In this section, the continuous-time controller is designed based on the regulator and the disturbance observer.

Consider the continuous-time plant model described by

\[
\dot{x}_p(t) = A_{cp}x_p(t) + b_{cp}(u(t) - d(t)) \quad (4.44)
\]

\[
y(t) = c_{cp}x_p(t), \quad (4.45)
\]

where \( d(t) \) is the disturbance input. Let the disturbance model be

\[
\dot{x}_d(t) = A_{cd}x_d(t), \quad d(t) = c_{cd}x_d(t). \quad (4.46)
\]

For example, the step type disturbance can be modeled by \( A_{cd} = 0, c_{cd} = 1 \). The continuous-time augmented system consisting of (4.44) and (4.46) is represented by

\[
\dot{x}(t) = A_c x(t) + b_c u(t) \quad (4.47)
\]

\[
y(t) = c_c x(t), \quad (4.48)
\]
\[ A_c \doteq \begin{bmatrix} A_{cp} & -b_{cp}c_{cd} \\ O & A_{cd} \end{bmatrix}, \quad b_c \doteq \begin{bmatrix} b_{cp} \\ 0 \end{bmatrix}, \quad x \doteq \begin{bmatrix} x_p \\ x_d \end{bmatrix}, \]
\[ c_c \doteq [c_{cp}, 0]. \]

For the plant (4.47), the continuous-time observer is designed using Gopinath’s method as
\[
\dot{v}(t) = \hat{A}_c \dot{v}(t) + \hat{b}_c y(t) + \hat{J}_c u(t) \tag{4.49}
\]
\[
\dot{x}(t) = \hat{C}_c \dot{v}(t) + \hat{d}_c y(t). \tag{4.50}
\]

In order to regulate the plant state and reject the disturbance, the continuous-time regulator is designed by
\[
u(t) = f_{cp} \hat{x}_p(t) + c_{cd} \hat{x}_d(t) = f_c \hat{x}(t), \tag{4.51}\]
\[
f_c \doteq [f_{cp}, c_{cd}]. \tag{4.52}\]

Letting \(e_v\) be the estimation errors of the observer (\(e_v = \hat{v} - v\)), the following equation is obtained.
\[
\dot{x}(t) = x(t) + \hat{C} e_v(t). \tag{4.53}\]

From the above equations, the closed-loop system is represented by
\[
\begin{bmatrix} \dot{x}_p(t) \\ \dot{x}_d(t) \\ \dot{e}_v(t) \end{bmatrix} = \begin{bmatrix} A_{Fcp} & O & b_{cp} f_c \hat{C}_c \\ O & A_d & O \\ O & O & A_c \end{bmatrix} \begin{bmatrix} x_p(t) \\ x_d(t) \\ e_v(t) \end{bmatrix}, \tag{4.54}\]

where \(A_{Fcp} \doteq A_{cp} + b_{cp} f_{cp}\). The transition of (4.54) from \(t = iT_f\) to \(t = (i + \nu_k)T_f\) is represented by
\[
\begin{bmatrix} x_p[i + \nu_k] \\ x_d[i + \nu_k] \\ e_v[i + 1] \end{bmatrix} = \begin{bmatrix} e^{A_{Fcp} \nu_k T_f} & O & * \\ O & e^{A_d \nu_k T_f} & O \\ O & O & e^{A_c T_f} \end{bmatrix} \begin{bmatrix} x_p[i] \\ x_d[i] \\ e_v[i] \end{bmatrix}. \tag{4.55}\]

### 4.4.2 Discretization of the Controller by Multirate Input Control

In this section, the digital controller is obtained from the continuous-time controller designed in section 4.4.1 using multirate input control.
Discretizing (4.47) by multirate sampling control, the inter-sample plant state at \( t = (i + \nu_k)T_f \) can be calculated from the \( k \)th row of (3.7) by

\[
\begin{align*}
\begin{bmatrix} x[i] & x_d[i] & e_v[i] \end{bmatrix} & = \begin{bmatrix} \tilde{A}_p & \tilde{B}_p & \tilde{B}_d \end{bmatrix} \begin{bmatrix} x[i] & x_d[i] & e_v[i] \end{bmatrix} + \begin{bmatrix} \tilde{B}_p \tilde{B}_d \end{bmatrix} \begin{bmatrix} u[i] & u_d[i] \end{bmatrix} \\
\end{align*}
\]

(4.56)

For the plant (4.47) discretized by (3.4), the discrete-time observer at the sampling points is obtained by

\[
\begin{align*}
\hat{v}[i+1] & = \hat{A} \hat{v}[i] + \hat{b} y[i] + \hat{J} u[i] \\
\hat{x}[i] & = \hat{C} \hat{v}[i] + \hat{d} y[i].
\end{align*}
\]

(4.57) (4.58)

As shown in Fig. 4.9, let the feedback control law be

\[
\begin{align*}
u[i] & = F_p \hat{x}_p[i] + F_d \hat{x}_d[i] = F \hat{x}[i],
\end{align*}
\]

(4.59)

where \( F \triangleq [F_p, F_d] \). From (4.56) \( \sim \) (4.59), the closed-loop system is represented by

\[
\begin{bmatrix} x_p[i] & x_d[i] & e_v[i] + 1 \\
\end{bmatrix} = \begin{bmatrix} \tilde{A}_p k + \tilde{B}_p k F_p & \tilde{A}_p d k + \tilde{B}_p k F_d & \tilde{B}_p k \hat{C} \\
\end{bmatrix} \begin{bmatrix} x_p[i] & x_d[i] & e_v[i] + 1 \\
\end{bmatrix}.
\]

(4.60)

Comparing (4.55) and (4.60), if the following conditions are satisfied, the plant state (\( x_p \)) of the digitally controlled system completely matches that of the original continuous-time system at \( M \) inter-sample points on \( t = (i + \nu_k)T_f \).

\[
\begin{align*}
\tilde{A}_p k + \tilde{B}_p k F_p & = e^{A_{F_p} \nu_k T_f}, \\
\tilde{A}_p d k + \tilde{B}_p k F_d & = O, \\
e_v[i] & = O.
\end{align*}
\]

(4.61) (4.62) (4.63)
The simultaneous equations of (4.61) and (4.62) for all \( k(= 1, \cdots, M) \) become
\[
\tilde{A}_p + \tilde{B}_p F_p = E, \quad \tilde{A}_{pd} + \tilde{B}_p F_d = O,
\]
where \( \tilde{A}_p, \tilde{A}_{pd}, \tilde{B}_p \) and \( E \) are defined as
\[
\begin{bmatrix}
\tilde{A}_{p1} \\
\vdots \\
\tilde{A}_{pM}
\end{bmatrix}, \quad
\begin{bmatrix}
\tilde{A}_{pd1} \\
\vdots \\
\tilde{A}_{pdM}
\end{bmatrix}, \quad
\begin{bmatrix}
\tilde{B}_{p1} \\
\vdots \\
\tilde{B}_{pM}
\end{bmatrix}, \quad
\begin{bmatrix}
e^{\tilde{A}_{Fcp}v_1T_y} \\
\vdots \\
e^{\tilde{A}_{Fcp}v_MT_y}
\end{bmatrix}.
\]
(4.65)

Because non-singularity of the matrix \( B_p \) is assured by theorem 2.3, \( F_p \) and \( F_d \) are obtained by
\[
F_p = \tilde{B}_p^{-1}(E - \tilde{A}_{pd}), \quad F_d = -\tilde{B}_p^{-1}\tilde{A}_{pd}.
\]
(4.66)

In section 4.3.3, discretization of the observer was proposed based on multirate output control, where the plant output was detected more frequently. However, in this section, the discrete-time observer (4.57) is simply obtained, so that the eigenvalues of \( \hat{A} \) become identical to those of \( e^{\hat{A}T_y} \), because the plant is assumed to have a longer sampling period \( (T_y > T_u) \).

Substituting (4.59) in (4.57), the feedback type controller is obtained by
\[
\begin{bmatrix}
\hat{v}[i+1] \\
u[i]
\end{bmatrix} = \begin{bmatrix}
\hat{A} + \hat{J}F\hat{C} & \hat{b} + \hat{J}Fd \\
F\hat{C} & Fd
\end{bmatrix} \begin{bmatrix}
\hat{v}[i] \\
y[i]
\end{bmatrix}.
\]
(4.67)

4.4.3 Initial Value Compensation

In this section, the initial value of the controller (4.67) is considered in order to eliminate the estimation error of the observer and satisfy (4.63). From (4.58), if \( x[0] \) is known, the initial value of controller should be set to
\[
\hat{C}\hat{v}[0] = x[0] - \hat{d}y[0].
\]
(4.68)

By this compensation, it is possible to prevent the overshoot of the step (or initial value) response because the plant state converges only affected by the mode of the regulator. Therefore, \( f_{cp} \) should be designed to assign the eigenvalues of \( A_{Fcp} \) to the small (or zero) overshoot region.

4.5 Summary

In this chapter, novel discretization methods both for controllers and observers were developed based on multirate input and multirate output control. One of the remarkable
advantages was that perfect state matching (PSM) control could be assured independent of the sampling period, in which the states of the sampled-data system became equal to those of the continuous-time system. As a result, stability of the discretized system was guaranteed.

Next, the proposed method was extended to systems with long sampling periods relative to the control input. This extension assured perfect state matching at $M$ intersample points. Moreover, by introducing the augmented system, the obtained digital controllers have internal models of disturbance.
Part II

Applications
Chapter 5

Applications of Perfect Tracking Control

5.1 Abstract

In this chapter, the perfect tracking control proposed in chapter 2 is applied to several motion control systems. First, the position control system of servomotors in robot manipulators is considered as an example without special hardware restrictions \( T_u = T_y \). Combining the proposed feedforward controller with a \( H_\infty \) robust feedback controller, perfect tracking performance is achieved with robustness. Second, the proposed method is applied to the track-seeking control of hard disk drive as an example with time delay and long sampling period relative to the control input \( T_u < T_y \). For this system, it is shown that the proposed controller enables higher speed movement compared with the conventional single-rate controller. Simulations and experiments both of servomotor and hard disk drive are performed, and advantages of this approach are demonstrated.

5.2 High Performance Tracking Control for Servomotor of Robot Manipulator

In this section, the proposed perfect tracking control method is applied to the position control system of the servomotor in a two-link direct-drive robot manipulator.

5.2.1 Experimental Setup of Robot Manipulator

The configuration of experimental setup is shown in Fig. 5.1, and photographs are shown in Fig. 5.2. A personal computer (CPU: AMD-K6-2 300MHz) is used both for real-time
control of servomotors and development of software. In the PC, a D/A converter and a counter board are implemented to output the reference current and to input the motor angle. The servomotors are reluctance motors, where the current is controlled by the motor driver. The encoders generate 38 400 pulses per revolution. In order to realize real-time control, RTLinux is installed as the real-time operating system [98].

5.2.2 In Case without Hardware Restriction (Case 1: $T_y = T_u$)

First, the simplest example without hardware restrictions ($T_y = T_u$, case 1 in Fig. 2.9) is considered. The servomotor with current control is described by

$$P_c(s) = \frac{K}{Js^2}. \tag{5.1}$$
The feedback controller $C_2[z]$ is a 3rd-order strictly proper system obtained from the continuous-time $H_\infty$ mixed-sensitivity problem and Tustin transformation, which includes an integrator [75]. Calculating (2.20) and realizing the obtained $C_1[z]$ and $C_2[z]$ in minimum order, the controller $[C_1, C_2]$ becomes a 5th-order system.

Simulated and experimental results are shown in Fig. 5.3 and Fig. 5.4. The desired trajectory is a sinusoidal waveform represented by

$$\begin{align*}
\theta_d(iT_r) &= A(1 - \cos(\omega_{ref} iT_r)) \\
\omega_d(iT_r) &= A\omega_{ref} \sin(\omega_{ref} iT_r),
\end{align*}$$

where $\omega_{ref} = 2\pi \times 4[\text{rad/s}]$. In this system, both the input and output periods are $T_y = T_u = 15[\text{ms}]^1$. Because this plant is a 2nd-order system, the sampling period of the reference signal becomes $T_r = 30[\text{ms}]$ ($N = 2$).

---

1 In the experimental results (Fig. 5.4), the output signals are sampled at much shorter than 15 [ms] in order to display the intersample responses. The sampling period is set relatively long so as to make the comparison clear.
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In the following simulations and experiments, the proposed method is compared with the SPZC and ZPETC proposed in [68], with the same $T_y$ and $T_u$. The reference sampling period $T_r$ of the proposed method is set twice as long as those of SPZC and ZPETC, because these methods are single-rate approaches and sampling periods are set to $T_y = T_u = T_r = 15$[ms]. However, the proposed controller utilizes the desired trajectories of both position and velocity, while SPZC and ZPETC use those of position only.

Fig. 5.3(a) and (b) show that the proposed method exhibits better performance than either SPZC or ZPETC. While the responses of SPZC and ZPETC include large tracking errors caused by the unstable zero, those of the proposed method have zero tracking error. The simulated time response of the control input is shown in Fig. 5.3(c), which indicates that the control input of the proposed method is smooth despite using multirate input control. Thus, we find that the proposed multirate feedforward method is very practical. Moreover, the experimental result also indicates that the proposed method has high tracking performance, as shown in Fig. 5.4. Fig. 5.3 and Fig. 5.4 also show that the intersample responses are very smooth, because not only position but also velocity follows the desired trajectories at every sampling point $T_r$.

The frequency responses from the desired trajectory $y_d[i]$ to the output $y[i]$ are shown in Fig. 5.5. Because the proposed method ensures perfect tracking control, the command response becomes 1 for all frequencies. In comparison, the gain of ZPETC decreases at high frequencies.

This example indicates that the proposed multirate feedforward controller has higher tracking performance than the single-rate controller even in the usual servo system ($T_y = T_u$) without special hardware restrictions.
5.2.3 In Case with Sampling Restriction (Case 2: \( T_u = T_y/N \))

Next, it is assumed that the output sampling period is restricted to \( T_y = 15[\text{ms}] \) by the hardware, and the control input can be changed more frequently \( (T_u = T_y/N) \). In this case, perfect tracking control is guaranteed at \( L (= N/n = N/2) \) points during \( T_y \). The single-rate feedback controller is designed with a 15[ms] period, and transformed by (2.38).

Fig. 5.6 shows the simulated tracking error of the proposed method for a 4 [Hz] sinusoidal desired trajectory. Compared with \( N = 2 \), the tracking performance is improved very much for large input multiplicities of \( N = 4 \) and 8, because perfect tracking control is ensured at \( L (= N/2) \) intersample points. This approach is applied to seeking control of hard disk drives in section 5.3.

5.2.4 Consideration of the intersample tracking error

As the proposed method assures perfect tracking control at every sampling point, in this section, the frequency response from the desired output to the tracking error is considered
including the intersample behavior.

When a sinusoidal desired output with angular frequency $\phi_0$ is added to this sampled-data tracking control system, the intersample tracking error is composed of infinitely many sinusoidal components with angular frequencies

$$\phi_m \triangleq \phi_0 + m\omega_s$$

(5.3)

where \( m = 0, \pm 1, \pm 2, \ldots \), and \( \omega_s = \frac{2\pi}{T} \) [38]. Therefore, the classical theories in both continuous-time and discrete-time cannot be used to analyze the intersample behavior.

Analysis methods of the frequency response of sampled-data systems including intersample behavior are presented in [38] and [37]. These approaches have obtained the gain of the intersample response in infinite frequencies. However, in this section, the frequency response from sinusoidal desired trajectory with single frequency to intersample tracking error is considered because the frequency of the desired trajectory can be assumed to be below the Nyquist frequency. In practice, this concept is important in sampled-data control system [49].

Therefore, frequency responses of the error ratio of intersample tracking errors are numerically calculated. The error ratio of the sampled-data system is simply defined as

$$E_R^2(j\omega_{ref}) \triangleq \frac{\int_0^h e_y^2(t)dt}{\int_0^h y_d^2(t)dt}$$

(5.4)

where the tracking error \( e_y(t) = y_d(t) - y(t) \). Although the above definition (5.4) is different from those given in [38] and [37], it is sometimes very useful in analyzing a sampled-data system [49].

In this simulation, \( y(t), y_d(t), \) and period \( h \) are the plant position, the desired position, and the period of the desired trajectory \( 2\pi/\omega_{ref} \), respectively. The integrals in (5.4) are numerically calculated for the very small period \( \Delta t(\ll T,h) \).

Calculated results of the error ratio of (5.4) are shown in Fig. 5.7, which indicates that the tracking error of the proposed method is 100 ~ 1000 times better than that of ZPETC and SPZC [68]. In other words, the tracing performance including intersample behavior is 100 ~ 1000 times superior.

5.2.5 Comparison with the zero assignment method by multirate control

A significant feature of the proposed method is that the coefficient matrices of the state equation are directly assigned by multirate control (see (2.16)). Owing to this advantage, the proposed controller can be simply designed without considering the unstable zero problem.
On the other hand, [3, 7, 8] had presented zero assignment methods by the multirate control. Historically, it was one of the most remarkable results of the multirate sampling control [1], as mentioned in section 1.1.1.

In this section, the zero assignment method of [3, 7] is applied to perfect tracking control, and compared with the proposed method. Next, the advantages of the proposed multirate feedforward control are demonstrated through simulations.

**Zero assignment method by multirate control**

In this section, the zero assignment method by multirate sampling presented in [3, 7] is reviewed.

For the discrete-time plant (2.7) discretized by multirate control, let the control law be

\[ u[i] = g v[i], \quad g \triangleq [g_1, \ldots, g_n]^T. \] (5.5)

Substituting (5.5) for (2.7), the new discrete-time system is described by

\[ x[i + 1] = A x[i] + B g v[i]. \] (5.6)

The transfer function from the new input \( v[i] \) to the output \( y[i] \) is given by

\[ \frac{y[i]}{v[i]} = c_v[z I - A]^{-1} B g = \frac{c_v adj(z I - A) B g}{det(z I - A)}. \] (5.7)

Because the numerator polynomial of (5.7) becomes \((n - 1)\)th order for almost all \( T \), all zeros of the new system (5.7) can be arbitrarily assigned by the parameter \( g \in \mathbb{R}^n \).

Next, consider the perfect tracking controller utilizing this method. First, the parameter \( g \) is chosen to match the system (5.7) with a model \( M[z] \) which does not have unstable...
zeros. Second, the feedback controller $C_2[z]$ is designed to stabilize the closed-loop system and to increase the robust performance. Third, let the feedforward controller $C_1[z]$ be

$$C_1[z] = \frac{1}{z^d G_{cl}[z]} = \frac{1 + M[z]C_2[z]}{z^d M[z]}$$

(5.8)

where $G_{cl}[z]$ is the closed-loop system composed of both $M[z]$ and $C_2[z]$, and $d$ is the relative degree of $G_{cl}[z]$. Letting the reference be $d$-step ahead of the desired output, i.e. $r[i] = y_d[i + d]$, perfect tracking can be achieved. This control scheme is represented by Fig. 5.8.

**Comparison by simulations**

Consider the servomotor described by (5.1). The discrete-time plant discretized by the zero-order hold is given by

$$P[z] = \frac{T^2 K}{2J} \frac{z + 1}{(z - 1)^2}.$$  

(5.9)

This discrete-time plant has an unstable zero at $-1$. Thus, utilizing multirate control (5.5), let the transfer function (5.7) match the following model $M[z]$ with a stable zero.

$$M[z] = \frac{T^2 K}{2J} \frac{z}{(z - 1)^2}$$

(5.10)

From the above condition, the parameter $g$ becomes

$$g = [1.5, -0.5]^T.$$  

(5.11)

The feedback controller $C_2[z]$ is obtained from the $H_\infty$ mixed-sensitivity problem for $M[z]$, and the perfect tracking controller $C_1[z]$ is designed by (5.8).

The simulation results for a sinusoidal desired trajectory are shown in Fig. 5.9. While tracking error of the proposed method is almost zero, the zero assignment method has large tracking error in the intersample response as shown in Fig. 5.9(a). Moreover, Fig.
5.9(b) indicates that the zero assignment method is not practical because its control input is highly oscillating. These problems of the zero assignment method have been indicated in [24]. According to [24], the zero assignment methods sometimes have the disadvantages of large overshoot and oscillation in the intersample points because the control input changes back and forth very quickly.

As a result, it is found that the perfect tracking controller realized by the zero assignment method [3, 7] has poorer tracking performance than the proposed method with regards to the intersample response. The reason is that the zero assignment method forces the zero to be arbitrarily assigned, and due to this, some stress may occur in the control loop, and the control input becomes oscillating.

On the other hand, the proposed method has no stress at any point of the control loop because all states of the plant are controlled to track the desired trajectory of the plant state. As a result, it can be said that the proposed multirate feedforward control is a significant and practical methodology for designing the multirate control system.

Figure 5.9: Simulation results of the zero assignment method. (T = 1[ms] )
5.3 High Speed Seeking Control of Hard Disk Drive

5.3.1 Head-positioning System of Hard Disk Drive

In the head-positioning control of hard disk drives, the control strategy is divided into three modes: seeking mode, settling mode, and following mode. In the seeking mode, the head is moved to the desired track as fast as possible. Next, the head is settled to the track without overshoot in the settling mode. After that, the head needs to be positioned on the desired track while the information is read or written. In the following mode, the head is positioned precisely on the desired track under the vibrations generated by disk rotation and other disturbances.

In long-span seeking, where the seeking distance is comparatively long, high speed seeking is achieved by the mode-switching controller [99]. In the short-span seeking, however, single mode controllers based on two-degree-of-freedom control have advantages, because the mode-switching controller sometimes generates undesirable transient response [53, 54, 100, 101].

As shown in Fig. 5.10, in head-positioning control by the voice coil motor (VCM), the head position is detected by the servo signals embedded in the disks discretely. Therefore, the output sampling period $T_y$ is decided by the number of these signals and the rotation frequency of the spindle motor. However, it is possible to set the control period $T_u$ shorter than $T_y$ because of the recent developments of computer technology. Thus, the controller can be regarded as a multirate control system having the hardware restriction of $T_u < T_y$.

In section 2.4, digital control systems having the hardware restriction of $T_u < T_y$ were assumed, which is defined as case 2 in Fig. 2.9(b), and a novel design method of the multirate feedforward controller was proposed. The proposed method achieved perfect tracking control (PTC) which has zero tracking error at $M$ intersample points of $T_y$. Moreover, the proposed method was extended to systems with time delay in section 2.5.1. In HDD, multirate controllers have also demonstrated higher performance in both feedforward [54, 53] and feedback [50, 51, 55] characteristics. In this section, the proposed perfect tracking controller is applied to the track-seeking mode of HDD.

5.3.2 Modeling of the plant

The experimental setup is a 3.5-inch hard disk drive. Let the nominal model of this plant be

$$P_c(s) = \frac{K_f K_n}{M_p s^2} e^{-T_d s}.$$  \hspace{1cm} (5.12)
Table 5.1: Parameters of 3.5-inch hard disk drive

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplifier gain, $K_a$</td>
<td>1.996 A/V</td>
</tr>
<tr>
<td>Force constant, $K_f$</td>
<td>2.95 N/A</td>
</tr>
<tr>
<td>Mass, $M_p$</td>
<td>6.983 g</td>
</tr>
<tr>
<td>Track pitch, $T_p$</td>
<td>3.608 µm/trk</td>
</tr>
<tr>
<td>Sampling time, $T_s$</td>
<td>138.54 µsec</td>
</tr>
<tr>
<td>Calculation delay, $T_{calc}$</td>
<td>38 µsec</td>
</tr>
<tr>
<td>Equivalent delay, $T_{equiv}$</td>
<td>38.7 µsec</td>
</tr>
<tr>
<td>Input multiplicity, $N$</td>
<td>4</td>
</tr>
</tbody>
</table>

The parameters of this plant are shown in Table 5.1. While servo signals are being detected at a constant period of about 138 [µs], the control input can be changed 4 times. Therefore, the proposed approach is applicable to this plant. In (5.12), the time delay $T_d = T_{calc} + T_{equiv}$ is considered, where $T_{calc}$ is the calculation delay of the processor, and $T_{equiv}$ is the equivalent delay of the current control and the notch filter for the second mechanical resonance mode. As shown in Fig. 5.11, the actual plant has the first mechanical resonance mode at around 2.7 [kHz] and the Nyquist frequency is at 3.6 [kHz]. In spite of these, the target seeking-time is set to 3 sampling periods (2.4 [kHz]) for one track seeking in the experiments.

Although only the rigid mode is included in the nominal model in this section, higher order models will be considered with the mechanical resonance mode in section 7.3.
5.3.3 Applications of perfect tracking controller to seeking mode

The perfect tracking controller is designed for input multiplicity $N = 4$. Because the plant is a second order system ($n = 2$), perfect tracking is assured $N/n = 2$ times during every sampling period. In the following simulations and experiments, the proposed method is compared with ZPETC proposed in [68]. The ZPETC is one of the most well-known and important feedforward controllers for control of mechanical systems. [53] and [100] applied it to hard disk drive control.

The control period $T_u$ of ZPETC becomes four times as long as that of the proposed method because ZPETC is a single-rate controller\(^2\) and the two methods are compared for the same sampling period $T_y$. The feedback controllers of the two methods are the same single-rate PI-Lead filter. Moreover, the desired trajectory (5.13) is selected, such that jerk (differential acceleration) is smooth in order not to excite the mechanical resonance mode.

\[
y^*(s) = \frac{A_r}{s(\tau_r s + 1)^4} e^{-sT_d} \tag{5.13}
\]

\[
v^*(s) = \frac{A_r}{(\tau_r s + 1)^4} e^{-sT_d} \tag{5.14}
\]

The parameters of these desired trajectories are shown in Table 5.2. In these experiments, the multirate feedforward input $u_{0[i]}$ in Fig. 2.6 and Fig. 2.11 is obtained by off-line calculation in order to save processor resources. Therefore, the order of the feedforward controller and the desired trajectory are not related to the calculation time delay.

\(^2\)[53, 102] attempted to extend ZPETC to multirate controllers.
Table 5.2: Parameters of the trajectories.

<table>
<thead>
<tr>
<th></th>
<th>(A_r) [trk]</th>
<th>(f_r (= \frac{1}{2\pi \tau_r}) ) [kHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition A</td>
<td>1</td>
<td>2.8</td>
</tr>
<tr>
<td>Condition B</td>
<td>6</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Simulation results

Simulation results are shown in Fig. 5.12 and Fig. 5.13. The figures (a) and (b) show that the proposed method gives better performance than ZPETC. While the response of ZPETC has large tracking errors caused by the unstable zero, that of the proposed method has almost zero tracking error. Fig. (c) also indicates that the proposed multirate input is very smooth.

The frequency responses from the desired trajectory \(y_d[i]\) to the output \(y[i]\) are shown in Fig. 5.14. Because the proposed method (PTC) assures perfect tracking, the command
response becomes 1 at all frequencies. However, the gain of ZPETC decreases at high frequencies. The frequency of the short-span seeking is about 2 [kHz], therefore, the proposed method has advantages in high speed seeking control.

In the above simulations, the time delay was assumed to be zero ($T_d = 0$). Next,
Fig. 5.15 shows the tracking errors including time delay $T_d = 76.7[\mu s]$, indicating that the tracking error becomes zero at $2(= M)$ intersample points without any loss of the tracking performance in spite of the existence of the time delay.

**Experimental results**

Experimental results are shown in Fig. 5.16 and Fig. 5.17. In figure (a), about 1,000 experimental data are overlaid. The figures (b) and (c) are the averages of the data, showing that the proposed method has high tracking performance. Although the actual plant has a mechanical resonance mode at around 2.7 [kHz], this mode is not suppressed by the notch filter in order to preserve the phase margin. In spite of that, the experiment under condition A (1 [trk]) adopts the wide bandwidth desired trajectory ($f_r = 2.8$ [kHz]) for high speed seeking. Therefore, Fig. 5.16(a)(b) have a overshoot of maximum height 0.4 [$\mu m$]. However, this overshoot is within the permissible range because the overshoot is small for HDD, compared to the track pitch of 3.6 [$\mu m$].

Because the position signal is detectable only at the sampling points, the difference between the proposed method and ZPETC is not clear in Fig. 5.16 and Fig. 5.17. Therefore, the proposed method is compared by using the average of the seeking-times measured in 2000 experiments. The seeking-time is defined as the time from the start of seeking to the point where the distance remaining falls under 0.4 [$\mu m$] and the overshoot is smaller than 0.4 [$\mu m$].

Table 5.3 shows the average seeking-times obtained in the experiments. The seeking-time of the proposed method (PTC) is much smaller than that of ZPETC and the conventional settling control [99]. In short-span seeking (1 [trk]), the seeking-time of the proposed method is 19 and 31 [%] shorter than that of ZPETC and the conventional method, respectively. In middle-span seeking (6 [trk]), the proposed method is 1 and 6
Figure 5.16: Experimental results A (1trk).

Table 5.3: Experimental seeking-time.

<table>
<thead>
<tr>
<th></th>
<th>PTC [ms]</th>
<th>ZPETC [ms]</th>
<th>Conventional [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.4394</td>
<td>0.5226</td>
<td>0.5738</td>
</tr>
<tr>
<td>1trk</td>
<td>(3.17$T_s$)</td>
<td>(3.77$T_s$)</td>
<td>(4.14$T_s$)</td>
</tr>
<tr>
<td>B</td>
<td>1.200</td>
<td>1.325</td>
<td>1.933</td>
</tr>
<tr>
<td>6trk</td>
<td>(8.66$T_s$)</td>
<td>(9.57$T_s$)</td>
<td>(14.0$T_s$)</td>
</tr>
</tbody>
</table>

sampling periods faster respectively.
5.4 Summary

In this chapter, the perfect tracking control developed in chapter 2 was applied to the motion control systems.

In section 5.2, two examples of position control using the servomotor of a robot manipulator were examined, and the advantages of the proposed method were demonstrated through simulations and experiments. The first example demonstrated that the proposed multirate controller had higher performance than the conventional single-rate controller, even in normal systems \((T_y = T_u)\) without special hardware restrictions. The second example also indicated that the intersample response was improved by multirate feedforward control for systems with a long sampling period \((T_y > T_u)\).

Next, in section 5.3, the proposed method was applied to the track-seeking mode of hard disk drives. The simulations and experiments demonstrated that the perfect tracking controller succeeded in achieving very fast seeking compared with the conventional
methods. These experiments were performed in cooperation with Hitachi. After the experiments, Hitachi engineers have improved and implemented the proposed method in the latest drives shown in Fig. 5.18. According to the specifications of these products [103], the seeking time has improved very much compared with the products of other manufactures. The proposed method has partly contributed to the high data rate in these products.
Chapter 6

Applications of Perfect Disturbance Rejection

6.1 Abstract

In this chapter, the perfect disturbance rejection (PDR) control developed in chapter 3 is applied to motion control systems in which the sampling period of the sensor is shorter than the control period of the actuator. As examples, we look at the track-following mode of hard disk drives (HDD) and the visual servo system of robot manipulators. First, the perfect disturbance rejection controller is applied to the first-order disturbance mode of repeatable runout in HDD based on multirate feedback control. Second, the problem of the feedback approach is explained for higher disturbance modes, and the open-loop observer with switching function is implemented in order to overcome the problem. The intersample observer also compensates for the large delay generated by the hold and improves the stability margin of the closed-loop system. Finally, the proposed method is applied to visual servo systems by introducing the workspace controller and perspective transformation.

6.2 High Precision Following Control of HDD by PDR with Intersample Observer

6.2.1 Track Following Mode of Hard Disk Drive

In this section, the perfect disturbance rejection (PDR) control system proposed in chapter 3 is applied to the track-following mode of hard disk drives. The block diagram of the following mode is shown in Fig. 6.1. The disturbance \( d_y(t) \) represents vibration of the
track generated by disk rotation, which is called track runout. The objective of this mode is to position the head on the desired track while information is being read or written and keeping the position error $p_{e}(t)$ zero. $n(t)$ and $d_{u}(t)$ represent measurement noise and acceleration disturbance, respectively.

In the following mode, two kinds of disturbance should be considered: repeatable and non-repeatable runout. Repeatable runout (RRO) is synchronous with the disk rotation, and non-repeatable runout (NRRO) is asynchronous. There exist three approaches to reject RRO; (1) repetitive control, (2) feedback control based on the internal model principle, and (3) identification and feedforward control. In this section, the RRO is modeled by a sinusoidal disturbance, and it is perfectly rejected at $M$ intersample points in the steady state. Therefore, the proposed approach of this section belongs to category (2).

6.2.2 Effects of perfect disturbance rejection and intersample observer

The controlled plant is the 3.5-inch hard disk drive used in section 5.3.2. The nominal plant is modeled by

$$P_{c}(s) = \frac{K_{f}K_{a}}{M_{p}s^{2}}e^{-sT_{d}}.$$  

(6.1)

The parameters of this plant are shown in Table 5.1 of the previous chapter.

The disturbance models are considered as follows.

(A) : $d(s) = \frac{1}{s(s^{2} + \omega_{R}^{2})}$,  
(B) : $d(s) = \frac{1}{s}$  

(6.2)

The model (A) makes the sensitivity function $S(s)$ small at low frequencies and the rotation frequency of the disk $\omega_{R}(=2\pi120)$. The model (B) is introduced for comparison.
with conventional PI-lead filters, because the controller consisting of state-feedback and disturbance observer for (B) becomes 2nd order with an integrator. In this section, only first order repeatable runout is considered as the disturbance model (A). However, high order runout is considered in section 6.3.

The perfect disturbance rejection controllers are designed with $N = 2, 4$. The proposed method is compared with the single-rate disturbance observer, in which the disturbance is modeled by $d[z] = Z[d(s)]$.

All poles of the regulator and observer are assigned to $\exp(-2\pi f_{cl}T_s)$ as shown in Table 6.1. These poles are selected to set the open-loop 0 dB cross-over to about 500[Hz]. Fig. 6.2(a) shows the sensitivity and complimentary sensitivity functions ($S[z]$ and $T[z]$) for model (A) and (B).
Effects of Perfect Disturbance Rejection Control

Fig. 6.2 shows the simulated results for a 120[Hz] sinusoidal runout added from $t = 0$, with amplitude $1 [\text{trk}] = 3.6[\mu\text{m}]$. Although the transient position errors are large, the steady state position errors of the controller (A) become zero at the sampling points, because the feedback controller has the internal model of the RRO. However, Fig. 6.2(c) shows that the intersample responses have tracking error even in the steady state. It is shown that errors of the plant position and velocity become zero at every $T_s/M(= 2T_s/N)$ for the proposed controllers. Moreover, the intersample position errors of the proposed multirate methods are much smaller than that of the single-rate controller. Fig. 5.6 and Fig. 6.2(c) have very similar results indicating that the performance improves with increase of the input multiplicity both in the feedforward and the feedback characteristics.

Consideration of Time Delay in Perfect Disturbance Rejection Control

In the above simulations, the time delay is assumed to be zero ($T_d = 0$) for simplification. Next, the extended PDR with time delay is introduced, which was proposed in section 3.3.4. Fig. 6.3(a) shows the frequency response of the sensitivity and complementary sensitivity functions with time-delay\(^1\). Compared with the case of $T_d = 0$, the sensitivity worsens due to the time delay although the poles of both closed-loop systems are set to be identical. Thus, the convergence of the transient response for $T_d = 75 [\mu\text{s}]$ becomes slower than that for $T_d = 0$, as shown Fig. 6.3(b). However, Fig. 6.3(c) shows that disturbance rejection performance in the steady state is maintained by the extended controller, and perfect disturbance rejection is achieved at $M(= N/2)$ intersample points.

Effects of Intersample Observer

The open loop characteristics are shown in Table 6.1 and Fig. 6.4. It is shown that the gain and phase margin are increased by the multirate feedback using the proposed intersample observer, in the same way as [50, 89]. However, this is the first attempt to reject RRO by multirate feedback control, thus, these results are significant in showing that the stability margin is recovered by multirate control for model (A). Moreover, in the proposed intersample observer, calculation resources can be saved because the feedback gain (3.33) is obtained by off-line calculation. The proposed scheme is applicable to various plants and types of disturbance because the proposed theory is very general.

\(^{1}\)Some parameters such as $T_s$ of Fig. 6.3 are set to be different from those of Fig. 6.2 in order to make Fig. 6.3(c) clear.
Figure 6.3: Simulated results of PDR with time delay ($T_y = 200\,\mu s, T_d = 75\,\mu s$)

**Table 6.1: The open loop characteristics.**

<table>
<thead>
<tr>
<th>Disturbance Model</th>
<th>A</th>
<th>A</th>
<th>B</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input multiplicity $N$</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Closed-loop poles $f_{cl}$</td>
<td>240</td>
<td>240</td>
<td>390</td>
<td>390</td>
</tr>
<tr>
<td>Gain margin [dB]</td>
<td>-6.93</td>
<td>-6.95</td>
<td>11.9</td>
<td>12.5</td>
</tr>
<tr>
<td>180 deg cross-over [Hz]</td>
<td>249</td>
<td>249</td>
<td>1573</td>
<td>1635</td>
</tr>
<tr>
<td>Phase margin [deg]</td>
<td>29.5</td>
<td>29.6</td>
<td>35.8</td>
<td>36.2</td>
</tr>
<tr>
<td>0 dB cross-over [Hz]</td>
<td>507</td>
<td>510</td>
<td>505</td>
<td>506</td>
</tr>
</tbody>
</table>
Model (A)  
Model (B)  
Figure 6.4: Frequency responses of open loop characteristics ($N = 1$)
6.3 High-order Periodic Disturbance Rejection Control for HDD

6.3.1 Feedforward and Feedback Repetitive Control

In this section, the multirate repetitive controllers proposed in section 3.4 are applied to the track-following mode of hard disk drives.

The nominal plant is modeled by

$$P_c(s) = \frac{K_f K_a}{M_p} \frac{1}{s^2},$$

where the parameters of the plant are shown in Table 5.1. High order repeatable runout is considered at 1st, 10th, and 20th order, and modeled by

$$d(t) = \sum_{k=1,10,20} a_k \cos k\omega_0 t + b_k \sin k\omega_0 t,$$

where $$\omega_0 = 2\pi 120[\text{rad/sec}].$$

Fig. 6.5 shows the closed-loop characteristics both of the feedback (Fig. 3.2) and feedforward (Fig. 3.5) repetitive control systems. Fig. 6.5(a) indicates the disadvantages of the feedback repetitive controller, where the closed-loop characteristics worsens and it becomes difficult to assure stability robustness. On the other hand, in the proposed feedforward repetitive control (Fig. 3.5), the closed-loop characteristics depend only on $$C_2[z]$$ which does not need to have the internal model of (6.4). Therefore, the feedback characteristics are better than those of the feedback approach as shown in Fig. 6.5(b).

---

Footnote:

2In practice, several large modes should be selected through experimental analysis.
Fig. 6.6 shows the simulated results of the proposed repetitive feedforward control under the 20th order sinusoidal runout. The switch turns on only at $t_0 = 10[\text{ms}]$. As shown in Fig. 6.6(a), the position error converges quickly after the switching action. Moreover, it is shown that the proposed initial value compensation (IVC) can prevent the large overshoot. Fig. 6.6(b) shows that the intersample response of the conventional single-rate controller has large errors in the steady state. On the other hand, the errors of the plant position and velocity become zero at every $T_y/2$ with the proposed controllers\(^3\). Moreover, the intersample position error of the proposed multirate method is much smaller than that of the single-rate controller.

Fig. 6.7 shows analyzed results of the error ratio $E_R(k)$ for the disturbance order $k$.

\(^3\)In the proposed method, perfect disturbance rejection is assured $M(= N/n_p = 4/2 = 2)$ times during $T_y$.\(^3\)
Position Error, $\omega_d = 20\omega_0$

(a) with optimization

(b) $N = 2, 3, 4$

Figure 6.8: Optimized intersample response.

Considering the intersample response, the error ratio is calculated by

$$E_R^2(k) \triangleq \frac{\int_{t_s}^{t_s+KT_0} pe^2(t) dt}{\int_{t_s}^{t_s+KT_0} d_y^2(t) dt},$$

where $d_y(t) = T_p \sin k\omega_0 t, T_0 = 2\pi/\omega_0$, and $t_s$ is selected as 20[s] in order to evaluate the steady state. In the high frequency region close to the Nyquist frequency (3.6[kHz]), the disturbance rejection performance is much improved by the proposed multirate control, compared with the single-rate controller. Therefore, it is shown that the proposed method demonstrates effective performance for high-order disturbance.

### 6.3.2 Optimization of the Intersample Performance

In the above simulations (Fig. 6.5 ~ 6.7), the state multiplicity is selected as $M = N/n (= 2)$ to reject the disturbance perfectly at $M$ intersample points. In Fig. 6.8, however, the intersample performance is optimized by (3.51).

As shown in Fig. 6.8(a), the optimized intersample response of $M = 10$ is not much improved compared with the case without optimization of $M = 2$. Therefore, it can be said that the selection of $M = N/n$ proposed in section 3.4.1 is reasonable in the engineering sense because $F_d$ of (3.26) is simpler than that of (3.51) and PDR is intuitively understandable. However, the optimization approach is valuable because it is applicable to the case where $N/n$ is non-integer. As shown in Fig. 6.8(b), the intersample performance is improved with higher input multiplicity $N$.  
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6.4 Visual Servoing of Robot Manipulator by Repetitive Disturbance Rejection Control

6.4.1 Sampling Restriction in Visual Servo System

In this section, the visual servo problem is considered [104, 105], in which the camera mounted on the robot manipulator tracks a moving object as shown in Fig. 6.9 and Fig. 6.10. Although the sampling period of the vision sensor such as a CCD camera is comparatively slow (over 33 [ms]), the control period of joint servo is fast (less than 1 [ms]). Therefore, multirate controllers have been developed and implemented in the visual servo system [56, 57, 58]. In this section, it is assumed that the motion of the object is periodic, and repetitive disturbance rejection control is applied based on the multirate feedback and feedforward approaches developed in section 3.4.

In order to focus on the dynamical problems of the multirate system, the kinematical problems of the visual servo system are assumed to be simple: the object movement is in...
two-dimensional plane, and the depth information between the camera and the object $z$ is known.

### 6.4.2 Modeling of Visual Servo System

First, the work space position controller is designed in order to control the camera position as shown in Fig. 6.11 [106]. Because this controller employs the robust disturbance observer (DOB) in the joint space, each joint axis is decoupled. Therefore, if the non-singularity of Jacobian $J_{aco}$ is assured, the transfer function from the work space acceleration command $\ddot{x}_c^{\text{ref}}$ to the work space position $\dot{x}_c(= [X_c, Y_c]^T)$ can be regarded as a double integrator system for the frequency region below the cut-off frequency [106]. Letting $\dot{x}_c^{\text{ref}}$ be the control input $u$ of the outer visual servo system, the plant is modeled by the analog system (6.6) because the sampling period of the inner-loop is very short (1 [ms] in this experiment).

$$\dot{x}_c(s) = P_c(s)u(s), \quad P_c(s) \triangleq \frac{K_p}{s^2 + K_d s + K_p} I_2$$

(6.6)

In Fig. 6.11, the parameters of the position controller are set to $K_p = \text{diag}\{100, 100\}$ and $K_d = \text{diag}\{20, 20\}$.

Next, the perspective model of the camera is derived [107]. In Fig. 6.11, the object position $(x, y)$ on the camera coordinate system is determined only by the relative position between the camera position $x_c$ and object position $x_o$. Therefore, the following model is obtained because $(x, y)$ is mapped to the feature point $\xi$ on the image plane, as shown in Fig. 6.12 [56].

$$\xi = \frac{1}{z} \begin{bmatrix} x \\ y \end{bmatrix} = \frac{f}{z} \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} X_o - X_c \\ Y_o - Y_c \end{bmatrix}$$

(6.7)

Here $f$ is the focus distance, $z$ is the distance between the object and camera in the $Z$-axis direction, and $\theta \triangleq q_1 + q_2$. Equation (6.7) is described by $\xi = \iota(\theta)(x_o - x_c) = \iota(\theta)x_c$. 
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Fig. 6.13 shows the proposed control system. In this experiment, the desired feature $\xi^{ref}$ is set to zero because the camera is controlled to be positioned just below the object. The movement of the object can be modeled as the output disturbance $x_o$. Therefore, the proposed method can achieve high tracking performance because the periodic motion can be rejected by the proposed PDR. Moreover, the control system of Fig. 6.13 is linearized and diagonalized by the inverse transformation $\iota^{-1}(\theta)$ of (6.7)\(^4\). Thus, the controllers can be designed independently in the $x$ and $y$ axes. The sampling period of the image and the control period of the position command $x^{ref}_c$ are set to $T_y = 100$ [ms] and $T_u = 25$ [ms], respectively. Because the input multiplicity is $N = 4$ and the order of plant (6.6) is $n = 2$, perfect disturbance rejection is assured at $2(= N/n)$ intersample points. $T_d$ represents the time delay caused by image processing. Because this delay generates difficulty in control system, [108, 109, 110] have developed compensation methods for this delay, however, in this section, the time delay is assumed to be zero ($T_d = 0$) for simplification because the

\(^4\)In case of the setup of Fig. 6.13, $\iota^{-1}(\theta)$ is easily obtained from the inverse matrix of (6.7). In general case, it can be calculated from the inverse Jacobian [105].
proposed perfect disturbance rejection control is applicable to systems with time delay, as demonstrated in section 6.2.2.

6.4.3 Simulation and experimental results

For the visual servo system, results parallel to those of the HDD in section 6.3 are obtained. In the experiments, the two-link direct drive robot mentioned in section 5.2 is utilized, and a personal computer is used both for joint servo control and image processing. The repetitive disturbance is modeled for \( k = 1\text{st}, 3\text{rd}, \text{and } 5\text{th} \) order. The period of the object’s movement is \( T_0 = 0.5\text{s} \).

Fig. 6.14 shows the sensitivity and complementary sensitivity functions \( S[z] \) and \( T[z] \) both of the feedback (Fig. 3.2) and the feedforward (Fig. 3.5) control systems. Fig. 6.14(a)
Figure 6.16: Experimental results ($T_y = 400$ [ms], $N = 4$).

indicates the disadvantages of the feedback repetitive controller, where the closed-loop characteristics worsen and it becomes difficult to assure stability robustness. On the other hand, in the proposed feedforward repetitive control (Fig. 3.5), the closed-loop characteristics depend only on $C_2(z)$ which does not need to have the internal model of repetitive disturbance. Therefore, the feedback characteristics are better than those of the feedback approach for the visual servo system, just as they are for the HDD.

Fig. 6.15 shows the simulated results of position error $X_o - X_c$ for circular movement of the object. As shown in Fig. 6.15(a), the position error of the feedforward controller converges quickly after the switching action at $t_0 = 1.0$[s], while that of the feedback controller has large transient errors. In the steady state, the errors of the plant position and velocity become zero at every $T_y/2$ with the proposed controllers as shown in Fig. 6.15(b). The intersample position error of the proposed multirate method is much smaller than that of the single-rate controller.

The experimental results are shown in Fig. 6.16. In these experiments, the image is
detected at every 100 [ms]. In order to display the intersample response, the sampling period is set to $T_y = 400$ [ms] in the controller. Fig. 6.16(a) shows that the tracking error of the proposed multirate controller is much smaller than that of the single-rate controller. Moreover, as shown in Fig. 6.16(b) and (c), the camera position is very smooth because the multirate controller generates the intersample reference signal based on the disturbance model. Note that the amplitude and phase of the target movement are assumed to be unknown, and the information is estimated by the observer.

Fig. 6.17 shows analyzed results of the error ratio $E_R(k)$ for the disturbance order $k$. Considering the intersample response, the error ratio is calculated by

$$E_R^2(k) = \frac{\int_{t_0}^{t_0 + kT_0} (X_o(t) - X_c(t))^2 dt}{\int_{t_0}^{t_0 + kT_0} X_o^2(t) dt}$$

where $X_o(t) = \sin k\omega_0 t$, $\omega_0 = 2\pi / T_0$, and $t_s$ is selected as 4 [s] in order to evaluate the steady state. In the high frequency region close to the Nyquist frequency, disturbance rejection performance is much improved by the proposed multirate control, compared with the single-rate controller. Therefore, it is shown that the proposed method demonstrates effective performance for high-order disturbance, just as for the case of HDD.

### 6.5 Summary

In this chapter, the perfect disturbance rejection (PDR) control developed in chapter 3 was applied to the track-following mode of hard disk drives (HDD) and visual servo systems of robot manipulators, having restrictions in the sampling mechanisms.

In section 6.2, the first order repeatable runout (RRO) of HDD was considered as a disturbance model, and it was perfectly rejected at $M$ intersample points. Next, it was shown that in the steady-state performance is preserved even if the plant contains time
delay. Finally, the intersample observer was implemented, and analysis of the frequency response proved the recovery of the stability margin.

Second, in section 6.3, high order RRO was taken into account, and feedback and feedforward multirate control were compared. The advantage of the feedforward approach is demonstrated by the frequency response of the closed-loop system. Moreover, by the use of the optimization of intersample response, it was shown that the proposed PDR gave practical and reasonable results.

Third, in section 6.4, the proposed method is applied to the visual servo system of robot manipulators. By using the workspace controller with the robust joint servo system and the inverse transformation of nonlinear perspective transformation, the system becomes a linear system and applicable to the proposed theory.
Chapter 7

Applications of Perfect State Matching

7.1 Abstract

In this chapter, the perfect state matching (PSM) control developed in chapter 4 is applied to motion control systems based on multirate sampling control. First, the position control system for a dc servomotor with disturbance observer is utilized as an example without hardware restriction in the sampling scheme. Simulations and experiments are performed, and the advantages of this approach are demonstrated. Because the proposed method assures the response matching independent of sampling period, it enables to bring out the maximum performance of a control system.

Second, vibration suppression control is proposed based on multirate input control for a system in which the Nyquist frequency is relatively closed to the mechanical resonance mode and the sampling period is longer than the control period. For a two-mass system model of hard disk drive, simulations demonstrate the possibility of controlling the critical resonance mode.

7.2 Discretization of a Position Controller for Servomotor with Disturbance Observer

7.2.1 Discretization of Controller

In this section, the proposed discretization method is applied to the position control system for a dc servomotor with disturbance observer as shown in Fig. 7.1 based on the perfect state matching control.
In the experiments, DSP (NEC: μPD77230, 32-b floating point) is used, and the 1/100 gear ratio dc servomotor is driven by a 10-kHz switching frequency MOSFET chopper. The pulse counter generates 1 000 pulses per revolution on the motor shaft (it becomes 100 000 pulse/revolution on the geared shaft), and the speed is detected by a tachometer through a 12-b A/D converter [111].

In the design of the continuous-time controller, assuming that the disturbance torque \( d \) is a step function, the plant is represented by

\[
\dot{x}_{cp}(t) = A_{cp}x_{cp}(t) + b_{cp}u_{cp}(t)
\]

where \( \theta \) is angular position, \( \omega \) is angular velocity, and \( u_{cp} \) is the dc voltage of the motor terminal. Assuming the command input \( r \) to be a step function, the continuous-time control law is given by

\[
u_{cp} = K_p(r - \theta) - K_d\omega + \frac{1}{K_n}\hat{d}
= f_{cp}\hat{x}_{cp} + g_{cp}r
\]

where \( f_{cp} = [-K_p, -K_d, \frac{1}{K_n}] \), \( g_{cp} = K_p, \hat{x}_{cp} = [\theta, \omega, \hat{d}]^T \). As shown in Fig. 7.1, the continuous-time disturbance observer is also given by

\[
\dot{\hat{v}_c}(t) = \hat{A}_c\hat{v}_c(t) + \hat{B}_c\omega(t) + \hat{J}_c u_{cp}(t)
\]
\[
\hat{d}(t) = \hat{\dot{v}}_c(t) + l_c \omega(t)
\]

where \( \hat{A}_c = -\omega_c, \hat{B}_c = -B_n\omega_c + J_n\omega_c^2, \hat{J}_c = K_n\omega_c \), and \( \omega_c \) is the cut-off frequency of the low pass filter.

Figure 7.1: The position control with the disturbance observer.
The nominal values of the plant constants are \( J_n = 0.0730 \text{ [kg} \cdot \text{m}^2 \text{]} \), \( B_n = 3.26 \text{ [kg} \cdot \text{m}^2/\text{s}] \), \( K_n = 0.388 \text{ [N} \cdot \text{m/V]} \). The continuous-time control parameters are \( K_p = 8.91 \), \( K_d = -4.99 \), \( \omega_c = 300 \text{ [rad/s]} \).

First, the control law (7.2) is discretized. Although \((A_{cp}, B_{cp}) \) in (7.1) is not controllable, the conditions in (4.27) are satisfied for input multiplicity \( N_1 = 2 \). From (4.28), the discretized control laws for \( T = 0.4 \text{ [ms]} \), \( \mu_{11} = 0.5 \) are obtained, as follows.

\[
\begin{bmatrix}
    u_{11}[i] \\
    u_{12}[i]
\end{bmatrix} =
\begin{bmatrix}
    -33.4 & 3.38 & 2.57 \\
    -33.6 & 3.34 & 2.57
\end{bmatrix}
\begin{bmatrix}
    \theta[i] \\
    \omega[i] \\
    \hat{d}[i]
\end{bmatrix} +
\begin{bmatrix}
    33.4 \\
    33.6
\end{bmatrix}
\begin{bmatrix}
    r[i]
\end{bmatrix}
\]

Second, the disturbance observer in (7.3) is redesigned in the same way as in section 4.3.3 [72]. For \( T = 0.4 \text{ [ms]} \), \( \mu_{11} = 0.5 \), the discrete-time observer is obtained by

\[
\begin{align*}
\hat{v}_d[i + 1] &= \hat{A}_d \hat{v}_d[i] + \hat{B}_d \omega[i] + \hat{J}_{11} u_{11}[i] + \hat{J}_{12} u_{12}[i] \\
\hat{d}[i] &= \hat{v}_d[i] + l_d \omega[i]
\end{align*}
\]

where \( l_d = -20.8 \), \( \hat{A}_d = 0.887 \), \( \hat{B}_d = 1.99 \), \( \hat{J}_{11} = 2.12 \times 10^{-2} \), \( \hat{J}_{12} = 2.21 \times 10^{-2} \).

### 7.2.2 Simulations and Experiments

Because the proposed method utilizes the multirate input control with \( N = 2 \), the output sampling period \( T \) is twice as long as the input sampling period \( T_u \). In the following simulations and experiments, the proposed method is compared with the Tustin (bilinear) transformation with the same input sampling period in order to make the calculation costs of two systems equal for fair comparison. Therefore, the output sampling period of the proposed method is twice as long as that of the Tustin transformation.

Simulated and experimental results are shown in Fig. 7.2 and Fig. 7.3. For the very short sampling period (0.2 [ms]), we find that the Tustin transformation and the proposed transformation have almost the same time response. However, for the long sampling period (8 [ms]), as shown in Fig. 7.2 and Fig. 7.3(b), the proposed method gives better performance than the Tustin transformation. While the responses of Tustin transformation are unstable, those of the proposed method are stable, and exactly match the continuous-time responses.

The simulated time responses of the control input are shown in Fig. 7.2(c), which indicates that the control input of the proposed method is smooth despite using multirate control.
(a) Position responses \( (T_u = 0.2\, [ms]) \).

(b) Position responses \( (T_u = 8\, [ms]) \).

(c) Control input responses \( (T_u = 8\, [ms]) \).

Figure 7.2: Simulation results.

(a) Position responses \( (T_u = 0.2\, [ms]) \).

(b) Position responses \( (T_u = 8\, [ms]) \).

Figure 7.3: Experiment results.
7.2.3 Frequency Responses of the Closed-loop Systems

The frequency responses from the command input \((r)\) to the plant state \((\theta)\) are shown in Fig. 7.4(a). In the wide frequency band below the Nyquist frequency, the discrete-time response obtained by the proposed method \((G_{yr}[z])\) matches the continuous-time response \((G_{yr}(s))\). That is guaranteed by (4.15), (4.22), (4.24) and (4.25).

The frequency responses from the disturbance torque \((d)\) to the plant state \((\theta)\) are also shown in Fig. 7.4(b), which indicates that the longer the sampling period is, the poorer the disturbance rejection performance is. Therefore, Fig. 7.4(b) shows the practical limitations of the sampling period for the proposed method.

7.2.4 Disturbance Responses

The simulation results of the time responses for step function type disturbances \((5 \text{ [N} \cdot \text{m]}, t > 1 \text{ [s]})\) are shown in Fig. 7.5. For the short sampling period \((0.4 \text{ [ms]})\), the discretized system has almost the same performance as the continuous-time system. However, as mentioned above (Fig. 7.4(b)), the disturbance rejection performance becomes poor for the large sampling period \((16 \text{ [ms]})\).

The time responses of the disturbance estimation errors are shown in Fig. 7.5(b). The estimation error of the discrete-time observer obtained by the proposed method completely matches that of the continuous-time observer at every sampling period. Fig. 7.5(b) also assures that there is no offset between the command input \((r)\) and the plant state \((\theta)\).
(a) Position responses.  
(b) Estimation errors of disturbance.

Figure 7.5: Responses under step type disturbance (simulation).
7.3 Vibration Suppression Control in Semi-Nyquist Frequency Region for HDD

7.3.1 Vibration Suppression Control with Sampling Restriction

Vibration suppression control is an important problem in motion control systems of steel rolling mill, flexible arm, large-scale space structure, hard disk drive, etc. Thus, a lot of controllers have been developed for two or multi-mass systems [112, 113, 114, 115].

However, if the resonance mode is relatively closed to the Nyquist frequency, it is very difficult to suppress this mode because conventional single-rate controllers do not have enough performance in the semi-Nyquist frequency region. In this section, a novel vibration suppression controller is proposed for this critical mode by introducing multirate input control. The proposed methods are further applied to the head-positioning system of hard disk drives.

Vibration suppression controllers have been proposed with various different approaches in the continuous-time system [112]. To implement them in digital control systems, the designed analog controllers are discretized by the Tustin transformation or other methods. Because these transformations are based only on the open-loop characteristics of the controller, the closed-loop has poor performance or becomes unstable when the resonance mode is close to the Nyquist frequency.

On the other hand, in section 4.3, a novel discretization method of controllers was proposed based on the perfect state matching (PSM) control with multirate sampling control, in which the closed-loop characteristics were taken into account. Moreover, in section 4.4, it was extended to systems with relatively long sampling periods. In this section, the proposed method is applied to the vibration suppression control system where the resonance mode is in the semi-Nyquist frequency region. The advantages of the proposed method are that 1) the controller is discretized based on the closed-loop characteristics, and 2) the plant state of the digitally controlled system completely matches that of the original continuous-time system at \( M \) inter-sample points during \( T_y \).

7.3.2 Modeling of the plant with mechanical resonance mode

In this section, the proposed vibration suppression controllers are applied to the settling and following modes of the 3.5-inch hard disk drive used in section 5.3.2. Taking account of the mechanical resonance mode, let the nominal model of this plant be

\[
P_c(s) = \frac{K_f K_a}{M_p} \frac{\omega_{1n}^2}{s^2 s^2 + 2\xi_{1n}\omega_{1n} s + \omega_{1n}^2}.
\]

(7.5)
Table 7.1: Parameters of the 3.5-inch hard disk drive including mechanical resonance mode.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplifier gain $K_a$</td>
<td>1.996</td>
<td>A/V</td>
</tr>
<tr>
<td>Force constant $K_f$</td>
<td>2.95</td>
<td>N/A</td>
</tr>
<tr>
<td>Mass $M_p$</td>
<td>6.983</td>
<td>g</td>
</tr>
<tr>
<td>Track pitch $T_p$</td>
<td>3.608</td>
<td>µm/trk</td>
</tr>
<tr>
<td>Sampling time $T_s$</td>
<td>138.54</td>
<td>µsec</td>
</tr>
<tr>
<td>Input multiplicity $N$</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Mechanical resonance $\omega_{1n}$</td>
<td>$2\pi \times 2.7 \times 10^3$</td>
<td>rad/sec</td>
</tr>
<tr>
<td>Damping $\zeta_{1n}$</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.6: Frequency responses of plant.

The parameters of this plant are shown in Table 7.1. This model is obtained from the frequency response of Fig. 5.11 in the experimental analysis. As shown in Fig. 7.6, the actual plant has the first mechanical resonance mode at around 2.7 [kHz], and its variation range is ± 500 [Hz]. The Nyquist frequency (3.6 [kHz]) is close to this resonance mode. Therefore, it is very difficult to suppress the vibration with the conventional single-rate controller.

### 7.3.3 Vibration Suppression Control Based on Multirate Input Control

The continuous-time controller is designed by the regulator and disturbance observer, in which the disturbance is modeled by the step type function $d(s) = 1/s$, the poles of the regulator are set to $(s + \omega_c)^4$, and those of the observer are set to $(s + \omega_c)^2(s^2 + 2\zeta_{1n}s + \omega_{1n}^2)$. As shown in Fig. 7.7, this controller has notch characteristics at the resonance frequency. The parameter $\omega_c$ is tuned such that the bandwidth of the closed-loop system
is set as high as possible, and the ±1 [kHz] resonance variation is stabilized. Fig. 7.7 also shows that the Tustin transformation has large approximation error because the resonance mode is close to the Nyquist frequency.

Simulated results are shown in Fig. 7.8, which indicate that the proposed method has better performance than the Tustin transformations. In Fig. 7.8(b), the “Multirate Tustin” method consists of the digital controller discretized by Tustin transformation with $T_y/N$ and the interpolator which has an up-sampler and a zero-order-hold [116]. While the responses of the Tustin transformations are oscillating, those of the proposed method have no vibration and show a step response identical to the ideal continuous-time system.

Fig. 7.9 shows the sensitivity and complementary sensitivity functions ($S[z]$ and $T[z]$) of the closed loop systems. As shown in Fig. 7.9(b), the proposed method retains the
ideal characteristics of the original continuous-time controller (Fig. 7.9(a)) because the proposed method is based on the closed-loop system. On the other hand, in conventional Tustin transformations (Fig. 7.9 (c) and (d)), the closed-systems are quite different from the original analog system, because those controllers are discretized based only on the open-loop characteristics.

Fig. 7.10 shows the responses for the case where the frequency of the mechanical resonance mode fluctuates 500 [Hz], indicating that the proposed method has high robustness. Because the frequency response of the closed-loop system is well preserved as shown in Fig. 7.9, the high robustness of the original analogue system is maintained in the obtained discrete-time system.
7.4 Summary

In this chapter, the novel discretization method of continuous-time controllers developed in chapter 4 was applied to motion control systems based on the perfect state matching (PSM) control with multirate sampling control.

In section 7.2, position control using a dc servomotor was selected as an example, and simulations and experiments were performed. The results indicated that the proposed method had better performance than the Tustin transformed digital controller. The disturbance rejection performances were considered in both the time and frequency domains.

Next, in section 7.3, a novel vibration suppression controller was developed for the 2-mass system of hard disk drives, in which the mechanical resonance mode is relatively close to the Nyquist frequency. Simulation results show the possibility of controlling this critical mode by multirate input control.

In order to obtain a high performance control system, the control bandwidth has to be set as wide as possible. However, in conventional methods such as the Tustin transformation, it is impossible to broaden the bandwidth too much, because the closed-loop system becomes unstable. On the other hand, the proposed method allows us to try the limits of the given hardware.

In this dissertation, perfect state matching is proposed for the controller discretization problem. However, it is applicable not only to the discretization but also to the model matching problem. By using PSM, the plant state can be controlled to match desirable continuous-time systems in both the feedforward and feedback characteristics. Thus, it can be said that the PSM is one of the fundamental schemes for multirate sampling control.
together with PTC and PDR.
Chapter 8

Conclusion

In this dissertation, a general framework of multirate sampling control was constructed, and was developed into practical methodology by applying it to various motion control systems. In the first part, three fundamental control schemes were developed theoretically. They were 1) perfect tracking control (PTC) by multirate feedforward control, 2) perfect disturbance rejection (PDR) control by multirate feedback control, and 3) perfect state matching (PSM) control by multirate sampling control. In the second part, the proposed schemes were applied to practical motion control systems such as servomotors of robot manipulators, hard disk drives, two-mass systems, and visual servo systems. These applications demonstrated that the proposed methods were very effective in the practical motion control systems even when there were severe specifications.

This work can be classified by the hardware restrictions in the sampling scheme and according to the feedforward and feedback approaches, as shown in Table 8.1. While previous theoretical research dealt mainly with the case without sampling restrictions \((T_u = T_y)\) as mentioned in chapter 1, this dissertation considered the cases with and without the restrictions in both feedforward and feedback schemes. Particularly, systems with relatively long sampling period were given emphasis because many motion control systems are in this category.

The details of this framework are summarized in Table 8.1.

For the multirate feedforward approach, a novel perfect tracking control (PTC) method was proposed in chapter 5. First, this theory was constructed for the case without hardware restrictions \((T_u = T_y)\) in section 2.3. Second, it was extended to the cases with unequal sampling periods \((T_u < T_y \text{ and } T_u > T_y)\) in section 2.4. Third, time delay and multivariable systems were handled in section 2.5. Moreover, it was shown that the structure of the proposed perfect tracking controller was very simple and clear.

The perfect tracking control was applied to motion control systems in chapter 5. As
an example without hardware restrictions ($T_u = T_y$), position control system using the servomotor of a robot manipulator was examined in section 5.2, and the advantages of the proposed method were demonstrated through simulations and experiments. Next, in section 5.3, the proposed method was applied to the track-seeking mode of hard disk drives, as an example with time delay and long sampling period relative to the control period ($T_u < T_y$).

In the multirate feedback approach, systems with long sampling period were dealt with in chapter 3, because the feedback characteristics such as disturbance rejection performance and stability robustness are never improved by multirate control for the case without hardware restrictions [12, 23]. For these systems, perfect disturbance rejection (PDR) control was developed in section 3.3, which cancels the effects of disturbance of the plant state at $M$ intersample points in the steady state. Next, the intersample observer was proposed, which increased the stability margin by estimation and compensation of the intersample response. The proposed method was further extended to systems with time delay. In section 3.4, two multirate repetitive controllers were proposed, which were 1) feedback approach based on internal model principle and 2) feedforward disturbance rejection approach based on the open-loop estimation and switching function. By using the latter approach, it became possible to reject high-order periodic disturbance without sacrifice of the closed-loop characteristics.

The perfect disturbance rejection (PDR) controller was applied to the track-following mode of hard disk drives (HDD) and the visual servo systems of robot manipulators in chapter 6. In section 6.2, the first order repeatable runout (RRO) of HDD was rejected by PDR. The intersample observer was implemented, and analysis of the frequency response proved the recovery of the stability margin. In section 6.3, high-order RRO was taken into account, and it was rejected by both feedback and feedforward multirate control. The advantage of the feedforward approach was demonstrated by the frequency response of the closed-loop system. Next, in section 6.4, simulations and experiments showed that PDR had high performance in the visual servo system of robot manipulators.

In section 4.3, novel discretization methods for both controller and observer were developed based on perfect state matching (PSM) control. This method was applicable to both feedforward and feedback controllers. In section 4.4, PSM was extended to the system with relatively long sampling period ($T_u < T_y$). The remarkable advantages of the PSM were 1) the proposed method was based on the closed-loop system and 2) the transient responses were preserved independent of the sampling period. As a result, the stability of the discretized system was assured.

Perfect state matching (PSM) control was applied to motion control systems in chapter
7. In section 7.2, position control using a dc servomotor was selected as an example, and simulations and experiments were performed, the results of which indicated that the proposed method had better performance than the Tustin transformed digital controller. Next, in section 7.3, a novel vibration suppression controller was developed for hard disk drives, in which the mechanical resonance mode was relatively close to the Nyquist frequency.

In the application part of this dissertation, the proposed methods were not applied to systems with hardware restriction of short sampling period ($T_u > T_y$). There may be no appropriate applications at the laboratory level, however, this category includes large scale systems such as chemical plants and steel mills. For these systems, it is possible to improve plant state estimation by using multirate output control, which can be extended from the results of section 4.3.3.

As a conclusion, this dissertation succeeded in constructing a general and integrated framework of multirate sampling control. While the theoretical novelty is important, the engineering significance is immeasurable, since the proposed methods proved to be practical methods which make full use of computer performance. In the application examples, the performance of the proposed method was superior to that of the conventional method. Moreover, the proposed method has already been implemented in commercial products. These facts show that this dissertation is a major breakthrough in control engineering and has broken down the wall which conventional technology could not overcome.
<table>
<thead>
<tr>
<th>Restriction</th>
<th>case 1 ($T_u &gt; T_y$)</th>
<th>case 2 ($T_u = T_y$)</th>
<th>case 3 ($T_u &lt; T_y$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applications</td>
<td>Large scale system</td>
<td>Usual system, Servomotor</td>
<td>HDD, Visual servo system</td>
</tr>
<tr>
<td>Feedforward</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Perfect tracking control (section 2.4)</td>
<td>• Controller discretization (section 4.3, 7.2)</td>
<td>• Inter-sample perfect tracking control (section 2.4, 5.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Perfect tracking control (section 2.3, 5.2)</td>
<td>• Feedforward repetitive disturbance rejection (section 3.4, 6.3)</td>
</tr>
<tr>
<td>Feedback</td>
<td>• Improvement of Estimation (Extension of section 4.3.3)</td>
<td>• Controller and observer discretization (section 4.3, 7.2)</td>
<td>• Perfect disturbance rejection (section 3.3, 6.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Intersample observer (section 3.3, 6.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Feedback repetitive disturbance rejection (section 3.4, 6.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Controller discretization (section 4.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Vibration suppression in semi-Nyquist frequency region (section 7.3)</td>
</tr>
</tbody>
</table>

Table 8.1: General framework of multirate sampling control for digital motion control
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Appendix A

Proof of (2.14)

In this section, it is shown that (2.14) equals (2.13). It has already been proved for the case of one-degree-of-freedom [76]. It is now extended to two-degree-of-freedom.

Let the right and left coprime factorizations of $P[z]$ be

$$P[z] = NM^{-1} = \tilde{M}^{-1}\tilde{N}.$$  \hfill (A.1)

All internally stabilizing controllers $C_1$ and $C_2$ can be parameterized as in [74]

$$C_1 = (\tilde{X} - Q\tilde{N})^{-1}K,$$  \hfill (A.2)

$$C_2 = (\tilde{X} - Q\tilde{N})^{-1}(\tilde{Y} - Q\tilde{M})$$
$$= (Y - MQ)(X - NQ)^{-1},$$  \hfill (A.3)

where $X, Y, \tilde{X}, \tilde{Y} \in RH_{\infty}$ satisfy the following Bezout identity.

$$\begin{bmatrix} \tilde{X} & -\tilde{Y} \\ -\tilde{N} & \tilde{M} \end{bmatrix} \begin{bmatrix} M & Y \\ N & X \end{bmatrix} = I$$  \hfill (A.4)

Here, the following theorem is proved in [76].

**Theorem A.1** Suppose $P[z] = C(zI - A)^{-1}B + D$ where $(A, B)$ is stabilizable and $(C, A)$ is detectable. Select $F$ and $K$ such that $A_F \triangleq A + BF$ and $A_H \triangleq A + HC$ are stable. The parameters satisfying (A.1) and (A.4) are represented by

$$M[z] = \begin{bmatrix} A_F & B \\ C + DF & D \end{bmatrix}, \quad N[z] = \begin{bmatrix} A_F & B \\ C + DF & D \end{bmatrix}$$

$$\tilde{X}[z] = \begin{bmatrix} A_H & -B - HD \\ F & I \end{bmatrix}, \quad \tilde{Y}[z] = \begin{bmatrix} A_H & -H \\ F & O \end{bmatrix}$$

$$\tilde{M}[z] = \begin{bmatrix} A_H & H \\ C & I \end{bmatrix}, \quad \tilde{N}[z] = \begin{bmatrix} A_H & B + HD \\ C & D \end{bmatrix}$$
\[
X[z] = \begin{bmatrix}
\frac{A_F}{C + DF} & -H \\
\frac{A_F}{C + DF} & \frac{I}{C + DF}
\end{bmatrix},
Y[z] = \begin{bmatrix}
\frac{A_F}{-F} & H \\
\frac{A_F}{-F} & 0
\end{bmatrix}.
\]

From the above parameterization, it is shown that (2.14) equals (2.13). In Fig. 2.5, consider the state observer described by

\[
\begin{align*}
\hat{x}[i+1] &= A_H \hat{x}[i] - H y[i] + (B + HD) u[i] \\
\hat{y} &= C \hat{x}[i] + D u[i],
\end{align*}
\]

where \( \hat{x} \) is the estimated plant state. Equation (A.5) can be represented by the following transfer functions.

\[
\begin{align*}
\hat{x} &= -(z I - A_H)^{-1} H y + (z I - A_H)^{-1} (B + HD) u, \\
\hat{y} &= -C (z I - A_H)^{-1} H y \\
&\quad + (C (z I - A_H)^{-1} (B + HD) + D) u \\
&\quad = (I - \tilde{M}) y + \tilde{N} u
\end{align*}
\]

The error of the estimated output is obtained as

\[
e_y = \hat{y} - y = -\tilde{M} y + \tilde{N} u.
\]

From the above equations, (2.14) is transformed into (2.13) as follows.

\[
\begin{align*}
u &= F \hat{x} + Q e_y + Kr \\
&= -F (z I - A_H)^{-1} H y + F (z I - A_H)^{-1} (B + HD) u \\
&\quad + Q e_y + Kr \\
&= \tilde{Y} y + (I - \tilde{X}) u + Q (-\tilde{M} y + \tilde{N} u) + Kr
\end{align*}
\]

\[
(\tilde{X} - Q \tilde{N}) u = (\tilde{Y} - Q \tilde{M}) y + Kr
\]

\[
\begin{align*}
u &= (\tilde{X} - Q \tilde{N})^{-1} (\tilde{Y} - Q \tilde{M}) y \\
&\quad + (\tilde{X} - Q \tilde{N})^{-1} Kr
\end{align*}
\]

\[
u = C_1 r + C_2 y
\]
Appendix B

Derivation of (2.20)

From (A.2), the derivation of (2.20) is as follows [74].

\[ C_1 = (\tilde{X} - Q\tilde{N})^{-1}K \]
\[ = (\tilde{X} - Q\tilde{N})^{-1}\{(\tilde{X} - Q\tilde{N})M - (\tilde{Y} - Q\tilde{M})N\}K \]  \hspace{1cm} (B.1)

Since the following equations are satisfied from the Bezout identity (A.4),

\[ \tilde{X}M - \tilde{Y}N = I, \quad \tilde{M}N = \tilde{N}M \]  \hspace{1cm} (B.2)

(B.1) is rewritten as

\[ C_1 = \{M - (\tilde{X} - Q\tilde{N})^{-1}(\tilde{Y} - Q\tilde{M})N\}K \]
\[ = (M - C_2N)K. \]  \hspace{1cm} (B.3)
Appendix C

Proof of (3.51)

In this section, the optimum solution of (3.50) is obtained by the Lagrange’s undetermined multiplier method.

Defining $\tilde{A}_{pd} = \begin{bmatrix} A_X \\ A_Y \end{bmatrix}$, the problem of (3.50) can be rewritten as

$$\min_{F_d} \left\| \begin{bmatrix} A_X \\ A_Y \end{bmatrix} F_d \right\| \quad \text{s. t.} \quad A_Y + YF_d = O.$$  \hfill (C.1)

If the Frobenius norm is adopted, this problem can be formulated by

$$\min_{F_d} \| E \|_F, \; E = A_X + XF_d, \; \text{s. t.} \; A_Y + YF_d = 0$$  \hfill (C.2)

Decomposing each row as $A_X = [a_{x1}, \ldots, a_{xn_p}], A_Y = [a_{y1}, \ldots, a_{yn_p}], E = [e_1, \ldots, e_{np}]$, and $F_d = [f_1, \ldots, f_{np}]$, (C.2) is rewritten as

$$\min_{F_d} \| e_i \|_2, \; e_i = a_{xi} + Xf_i, \; \text{s. t.} \; a_{yi} + Yf_i = 0, \; \text{for} \; i = 1, \ldots, np,$$  \hfill (C.3)

because $\| E \|_F^2 = \sum_{i=1}^{np} \| e_i \|_2^2$.

The problem of (C.3) can be solved by the Lagrange’s undetermined multiplier method.

The Lagrange function is defined by

$$g = e_i^T e_i + \lambda^T (a_{yi} + Yf_i)$$
$$= (a_{xi} + Xf_i)^T (a_{xi} + Xf_i) + \lambda^T (a_{yi} + Yf_i)$$
$$= a_{xi}^T a_{xi} + a_{xi}^T Xf_i + f_i^T X^T a_{xi} + f_i^T X^T Xf_i + \lambda^T a_{yi} + \lambda^T Yf_i.$$  \hfill (C.4)

The solution of (C.3) is obtained from (C.5) and (C.6).

$$\frac{\partial g}{\partial f_i} = (a_{xi}^T X)^T + X^T a_{xi} + 2X^T X f_i + (\lambda^T Y)^T$$
$$= 2X^T a_{xi} + 2X^T X f_i + Y^T \lambda = 0,$$  \hfill (C.5)
\[
\frac{\partial g}{\partial \lambda} = a_{yi} + Yf_i = 0 \quad \text{(C.6)}
\]

(C.5) is rewritten as
\[
f_i = -ZX^T a_{xi} - ZY^T \lambda / 2, \quad \text{(C.7)}
\]
where \( Z = (X^TX)^{-1} \). Substituting (C.6) for (C.7), it becomes
\[
a_{yi} - YZX^T a_{xi} - YZY^T \lambda / 2 = 0. \quad \text{(C.8)}
\]

Thus, the undetermined multiplier \( \lambda \) is obtained by
\[
\lambda = 2(YZY^T)^{-1}(a_{yi} - YZX^T a_{xi}). \quad \text{(C.9)}
\]
Substituting (C.7) for (C.9), the solution of (3.3) is given by
\[
f_i = -ZX^T a_{xi} - ZY^T(YZY^T)^{-1}(a_{yi} - YZX^T a_{xi})
\]
\[
= (ZY^T(YZY^T)^{-1}YZX^T - ZX^T)a_{xi} - ZY^T(YZY^T)^{-1}a_{yi}. \quad \text{(C.10)}
\]
Finally, (3.51) is proved by considering all \( i (= 1, \cdots, n_p) \) as
\[
F_d = (ZY^T(YZY^T)^{-1}YZX^T - ZX^T)A_X - ZY^T(YZY^T)^{-1}A_Y
\]
\[
= Z[Y^T(YZY^T)^{-1}YZX^T - X^T, -Y^T(YZY^T)^{-1}] \tilde{A}_{pd}. \quad \text{(C.11)}
\]
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