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Abstract

In this paper, novel multirate controllers are pro-

posed for digital control systems, where it is restricted

that the sampling period of plant output is compara-

tively longer than the control period of plant input.

The proposed controllers can assure perfect distur-

bance rejection at M intersample points in the steady

state. Moreover, the novel scheme of repetitive con-

trol is proposed based on the open-loop estimation and

switching function, which enables to reject periodical

disturbance without any sacri�ce of the feedback char-

acteristics. The proposed methods are applied to the

visual servo system, and the advantages of these ap-

proaches are demonstrated by simulations.

1 Introduction

A digital control system usually has two samplers

S for the reference signal r(t) and the output y(t),

and one holder H of the input u(t), as shown in Fig.

1. Therefore, there exist three time periods Tr; Ty,

and Tu which represent the period of r(t); y(t), and

u(t), respectively. The input period Tu is generally

decided by the speed of the actuator, D/A converter,

or the calculation on the CPU. On the other hand,

the output period Ty is also determined by the speed

of the sensor or the A/D converter. Practical control

systems usually hold the restrictions on Tu and/or Ty.

Thus, the conventional digital control systems make

these three periods equal to the longer period between

Tu and Ty.

In this paper, the digital control systems with longer

sampling period (Tu < Ty) are considered. This re-

striction may be general because D/A converters are

usually faster than the A/D converters. The �rst ex-

ample which has this restriction is the visual servo

system of robot manipulator [1, 2]. Although the sam-

pling period of the vision sensor such as a CCD cam-

era is comparatively slow (over 33 [ms]), the control

yc(t) y[i]uc(t)u[i]r[i]r(t)

S SH

(Ty)(Tu)(Tr)
Pc(s)C1[z]

C2[z]

+

+

Figure 1: Two-degree-of-freedom control system.

period of joint servo is fast (under 1 [ms]). Therefore,

the multirate controllers have been developed and im-

plemented to the visual servo system [3, 4, 5].

The second example is the head positioning system

of hard disk drives, in which the head position is de-

tected by the discrete servo signal. Thus, the sampling

frequency is restricted because it is determined by the

rotation frequency and number of the servo signals.

On the other hand, the control frequency of the actu-

ator (voice coil motor) can be set faster than the sam-

pling frequency of the head position. Therefore, the

multirate estimation and control have been applied to

hard disk drives in [6].

The third example is the velocity or position control

of industrial motors with low precision encoder. In

these systems, the sampling period cannot be set so

fast, because the velocity information is not able to be

detected precisely in the low speed region. Therefore,

[7] has developed the instantaneous speed observer,

which estimates the intersample velocity in use of the

discrete-time observer.

For these systems with longer sampling periods, it is

di�cult to reject disturbance in high frequency region

because the Nyquist frequency is relatively low. In

this paper, multirate sampling control is introduced, in

which the control input is changed N times during one

sampling period. Using this scheme, novel multirate

feedback controllers are proposed, which achieve dis-

turbance rejection even in the semi-Nyquist frequency

region. Moreover, the proposed methods are applied to

the visual servo system of robot manipulator. In [6],
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Figure 2: Multirate sampling control.

a novel multirate feedforward controller is proposed

which assures the perfect tracking at M intersample

points. Thus, this paper deals with only the feedback

controller.

In the repetitive control system [8], conventional

single-rate controllers do not have enough intersam-

ple performance to reject disturbance in the semi-

Nyquist frequency region [9]. On the other hand, au-

thors proposed a novel multirate feedback controller,

which achieves the perfect disturbance rejection at M

intersample points [6]. In this paper, the proposed ap-

proach is modi�ed to be applicable to the visual servo

system, in which the target object moves fast and pe-

riodically.

Repetitive feedback controllers based on the internal

model principle have disadvantages that the closed-

loop characteristics become worse and di�cult to as-

sure stability robustness [10]. Therefore, this paper

proposes novel approach which never has these prob-

lems, based on the open-loop estimation with switch-

ing function and disturbance rejection by feedforward

approach.

2 Design of the multirate feedback controller

In this section, the multirate feedback controller is

proposed, which guarantees the perfect disturbance re-

jection at M intersample points at the steady state.

In the proposed multirate scheme, the plant input

is changed N times during Ty and the plant state is

evaluated M times in this interval, as shown in Fig. 2.

The positive integersM and N are referred to as input

and state multiplicities, respectively. N is determined

by the hardware restriction. In this paper, the state

multiplicity is de�ned as M = N=n , where n is the

plant order.

In Fig. 2, �j(j = 0; 1; � � � ; N) and �k(k = 1; � � � ;M)

are the parameters for the timing of the input changing

and the state evaluation, which satisfy the conditions

(1) and (2).

0 = �0 < �1 < �2 < ::: < �N = 1 (1)

0 < �1 < �2 < ::: < �M = 1 (2)

If Ty is divided at same intervals, the parameters are

set to �j = j=N; �k = k=M .

For simpli�cation, the continuous-time plant is as-

sumed to be SISO system in this paper. The proposed

methods, however, can be extended to deal with the

MIMO system by the same way as [11].

2.1 Plant discretization by multirate sampling

Consider the continuous-time plant described by

_x(t) = Acx(t) + bcu(t) ; y(t) = ccx(t): (3)

The discrete-time plant discretized by the multirate

sampling control of Fig. 2 becomes

x[i+ 1] = Ax[i] +Bu[i] ; y[i] = Cx[i]; (4)

where x[i] = x(iTy), and matricesA;B;C and vectors

u are given by

�
A B

C O

�
:=

�
eAcTy b1 � � � bN

cc 0 � � � 0

�
; (5)

bj :=

Z (1��(j�1))Ty

(1��j)Ty

eAc�bcd� ; u := [u1; � � � ; uN ]
T ;

where uj [i] is the control input for (i+ �j�1)Ty � t <

(i+�j)Ty (j = 1; � � � ; N). The intersample plant state

at t = (i+ �k)Ty is represented by

~x[i] = ~Ax[i] + ~Bu[i]; (6)

where ~x[i] is a vector composed of the intersample

plant state xk[i] := x((i+ �k)Ty) of Fig. 2.

~x[i] := [xT1 [i]; � � � ;x
T

M
[i]]T

= [xT1 ((i+ �1)Ty); � � � ;x
T

M
((i+ 1)Ty)]

T (7)

The coe�cient matrices of (6) are given by

�
~A ~B

�
:=

2
64

~A1
~b11 � � � ~b1N

...
...

...
~AM

~bM1 � � � ~bMN

3
75 ;

~Ak := eAc�kTy ;

~bkj :=

8><
>:

�j < �k :
R (�k��(j�1))Ty

(�k��j )Ty
eAc�bcd�

�(j�1) < �k � �j :
R (�k��(j�1))Ty

0
eAc�bcd�

�k � �(j�1) : 0

:
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Figure 3: Multirate control with disturbance observer.

2.2 Design of the perfect disturbance rejection

controller

In this section, the perfect disturbance rejection con-

troller is proposed based on the state space design of

the disturbance observer.

Consider the continuous-time plant model described

by

_xp(t) = Acpxp(t) + bcp(u(t)� d(t)) (8)

y(t) = ccpxp(t); (9)

where d(t) is the disturbance input. Let the distur-

bance model be

_xd(t) = Acdxd(t) ; d(t) = ccdxd(t): (10)

For example, the step type disturbance is modeled by

Acd = 0; ccd = 1, and the sinusoidal type disturbance

with frequency !d is also modeled by

Acd =

�
0 1

�!2
d

0

�
; ccd = [1; 0]: (11)

The continuous-time augmented system consisting of

(8) and (10) is represented by

_x(t) = Acx(t) + bcu(t) (12)

y(t) = ccx(t) (13)

Ac :=

�
Acp �bcpccd
O Acd

�
; bc :=

�
bcp

0

�
;x :=

�
xp

xd

�
cc := [ccp;0]:

Discretizing (12) with the multirate hold H
M
, the in-

tersample plant state at t = (i + �k)Ty can be calcu-

lated from the kth row of (6) by

x[i+ �k] = ~Akx[i] + ~Bku[i] (14)

~Ak =

�
~Apk

~Apdk

O ~Adk

�
; ~Bk =

�
~Bpk

O

�
:

For the plant (12) discretized by (4), the discrete-

time observer on the sampling points is obtained from

the Gopinath's method by

v̂[i+ 1] = Âv̂[i] + b̂y[i] + Ĵu[i] (15)

x̂[i] = Ĉv̂[i] + d̂y[i]: (16)

As shown in Fig. 3, let the feedback control law be

u[i] = F px̂p[i] + F dx̂d[i] = F x̂[i]; (17)

where F := [F p;F d]. Letting ev be the estimation

errors of the observer (ev = v̂�v), the following equa-
tion is obtained.

x̂[i] = x[i] + Ĉev [i]: (18)

From (14) to (18), the closed-loop system is repre-

sented by2
4 xp[i+ �k]

xd[i+ �k]

ev[i+ 1]

3
5 =

2
4 ~Apk + ~BpkF p

~Apdk + ~BpkF d
~BpkF Ĉ

O ~Adk O

O O Â

3
5
2
4 xp[i]

xd[i]

ev [i]

3
5 :

Because full row rank of the matrix ~Bpk can be assured

[12], F d can be selected so as to the (1,2) element of

the above equation becomes zero for all k = 1; � � � ;M .

~Apdk + ~BpkF d = O (19)

The simultaneous equation of (19) for all k becomes

~Apd + ~BpF d = O; (20)

�
~Apd

~Bp

�
:=

2
64

~Apd1
~Bp1

...
...

~ApdM
~BpM

3
75 : (21)

From (20), F d is obtained by

F d = � ~B
�1

p
~Apd: (22)

By (19), the inuence from disturbance xd[i] to the

intersample state xp[i + �k] at t = (i+ �k)Ty can be-

come zero. Moreover, xp[i] and ev [i] on the sampling

point converge to zero at the rate of the eigenvalues of
~ApM + ~BpMF p and Â (the poles of the regulator and

observer). Therefore, the perfect disturbance rejection

is achieved (xp[i + �k] = 0) in the steady state. The

poles of the regulator and observer should be tuned

by the tradeo� between the performance and stability

robustness.

Substituting (15) for (17), the feedback type con-

troller is obtained by

�
v̂[i+ 1]

u[i]

�
=

�
Â+ ĴF Ĉ b̂+ ĴF d̂

F Ĉ F d̂

��
v̂[i]

y[i]

�
:

(23)
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Figure 4: Feedforward repetitive control.

3 Repetitive control based on multirate

control

In this section, two multirate repetitive controllers

are proposed, which are 1) feedback approach based

on internal model principle and 2) feedforward dis-

turbance rejection approach based on the open-loop

estimation and switching function.

3.1 Feedback repetitive control

The periodic disturbance of T0 := 2�=!0 is repre-

sented by

d(t) = a0 +

1X
k=1

ak cos k!0t+ bk sin k!0t; (24)

where !0 is known, ak and bk are unknown parameters.

Letting the disturbance model (10) be (24), the repeti-

tive feedback controller is obtained by (23), which has

internal model s2 + (k!0)
2 in discrete-time domain.

Moreover, the repetitive disturbance is perfectly re-

jected (xp[i+ �k] = 0) at M intersample points in the

steady state.

3.2 Feedforward repetitive control

The repetitive feedback control based on the internal

model principle has disadvantages that the closed-loop

characteristics become worse and di�cult to assure

stability robustness [10]. Therefore, in this section,

novel repetitive controller based on the open-loop es-

timation and feedforward disturbance rejection is pro-

posed, as shown in Fig. 4.

The repetitive disturbance is estimated by the open-

loop disturbance observer. When the estimation con-

verges to the steady state, the switch turns on at

t = t0. After that, the switch turns o� immediately.

The repetitive disturbance is calculated by (25) from

the initial value x̂d[t0] which has the amplitude and

phase information of the disturbance.

x̂d[i+ 1] = Addx̂d[i];Add = eAcdTy (25)

Because the feedforward gain F d is obtained by (22),

the perfect disturbance rejection is achieved at M in-

XcXoO

Yc

Yo

l1

l2

q1

q2

x
y

camera

object

Figure 5: Two-link DD robot with camera.
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ref

c
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sKd

+ + +
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Figure 6: Workspace controller (inner-loop).

tersample points. The advantage of this approach is

that the stability robustness can be guaranteed eas-

ily only by the conventional feedback controller C2[z]

which does not have the internal model.

4 Applications to visual servo system

In this section, the visual servo problem is consid-

ered, in which the camera mounted on the robot ma-

nipulator is controlled to track the moving object, as

shown in Fig. 5. It is assumed that the motion of the

object is periodic, and repetitive disturbance rejection

control is applied, which was developed in section 3.

Because the sampling period of the camera is longer

than the control period of the joint servo, the pro-

posed approach is applicable. In order to focus on

the dynamical problems of the multirate system, the

kinematical problems of the visual servo system are

assumed to be simple; the object movement is in two-

dimensional plane, and the depth information between

the camera and the object z is known.

4.1 Modeling of visual servo system

First, the workspace position controller is designed

in order to control camera position, as shown in Fig.

6 [13]. Because this controller employs the robust dis-

turbance observer (DOB) in the joint space, each joint

axis is decoupled. Therefore, if the non-singularity

of the Jacobian Jaco is assured, the transfer function

from the work space acceleration command �xref
c

to the

work space position xc(= [Xc; Yc]
T ) can be regarded
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Figure 7: Visual servo system.

as a double integrator system in the frequency region

under the cut-o� frequency [13]. Letting xref
c

be the

control input u of the outer visual servo system, the

plant is modeled by the analog system (26) because the

sampling period of the inter-loop is very short (under

1 [ms]).

xc(s) = P c(s)u(s); P c(s) :=
Kp

s2 +Kds+Kp

I2 (26)

In Fig. 6, the parameters of the position controller are

set to Kp = diagf900; 900g and Kd = diagf60; 60g.
Next, the perspective model of the camera is derived.

In Fig. 6, the object position (x; y) on the camera co-

ordinate system is determined only by the relative po-

sition between the camera position xc and object po-

sition xo. Therefore, the following model is obtained

because the (x; y) is mapped to the feature point � on

the image plane [3].

� =
f

z

�
x

y

�
=

f

z

�
cos � sin �

� sin � cos �

��
Xo �Xc

Yo � Yc

�
(27)

Here f is the focus distance, z is the distance between

the object and camera in Z�axis direction, and � :=

q1 + q2. (27) is de�ned by � = �(�)(xo �xc) = �(�)xe.

Fig. 7 shows the proposed control system. In this

paper, the desired feature �ref is set to zero because

the camera is controlled to be positioned just below

the object. The movement of the object can be mod-

eled as the output disturbance xo. Therefore, the pro-

posed method can achieve high performance tracking

because the periodic motion can be rejected by the pro-

posed method. Moreover, the control system of Fig.

7 is linearized and diagonalized by the inverse trans-

formation ��1(�) of (27)1. Thus, the controllers can

be designed independently in the x and y axes. The

sampling period of the image and the control period

of the position command xref
c

are set to 40 [ms] and

10 [ms], respectively. Because the input multiplicity is

1In case of the setup of Fig. 7, ��1(�) is easily obtained from

the inverse matrix of (27). In general case, it can be calculated

from the inverse Jacobian [2].
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Figure 8: Frequency responses S[z] and T [z].
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Figure 9: Position error Xo �Xc.

N = 4 and the order of plant (26) is n = 2, perfect dis-

turbance rejection is assured at 2(= N=n) intersample

points. The Td represents the time delay caused by the

image processing. This delay generates the di�culty

in control system. However, the proposed multirate

sampling control is applicable to the system with time

delay [14].

4.2 Simulation results

The repetitive disturbance is modeled on the k =

1; 3; 5 order2. The period of the object movement is

T0 = 1[s].

Fig. 8 shows the sensitivity and complementary sen-

sitivity functions S[z] and T [z] both of the feedback

(Fig. 3) and the feedforward (Fig. 4) approaches. Fig.

8(a) indicates the disadvantages of the feedback repet-

itive controller, where the closed-loop characteristics

become worse and di�cult to assure stability robust-

ness. On the other hand, in the proposed feedforward

repetitive control (Fig. 4), the closed-loop characteris-

2These modes should be selected from the experimental anal-

ysis of the target motion.
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Figure 10: Error ratio ER(k).

tics depend only on C2[z] which does not need to have

the internal model of repetitive disturbance. There-

fore, the feedback characteristics are better than the

feedback approach as shown in Fig. 8(b).

Fig. 9 shows the simulated results of position errors

Xo � Xc under the circular movement of the object.

As shown in Fig. 9(a), the position error of the feedfor-

ward controller converges quickly after the switching

action at t0 = 0:5[s], while that of the feedback con-

troller has large transient error. In the steady state,

the errors of the plant position and velocity become

zero at every Ty=2 by the proposed controller, as shown

in Fig. 9(b). The intersample position error of the pro-

posed multirate method is much smaller than that of

the single-rate controller.

Fig. 10 shows analyzed results of the error ratio

ER(k) for the disturbance order k. Considering the

intersample response, the error ratio is calculated by

E2
R
(k) :=

R
ts+kT0

ts
(Xo(t)�Xc(t))

2dtR
ts+kT0

ts
X2
o
(t)dt

; (28)

where Xo(t) = sin k!0t; !0 = 2�=T0, and ts is se-

lected as 2 [s] in order to evaluate the steady state.

In the high frequency region close to the Nyquist fre-

quency, the disturbance rejection performance is much

improved by the proposed multirate control, compared

with the single-rate controller. Therefore, it is found

that the proposed method can demonstrate much ef-

fective performance for high-order disturbance.

5 Conclusion

In this paper, the repetitive disturbance rejection

controllers were applied to the visual servo system of

robot manipulator based on the multirate sampling

control. Because the proposed control system assured

the perfect disturbance rejection at M intersample

points, the control system has achieved high tracking

performance. Next, the novel scheme of repetitive con-

trol was proposed based on the open-loop estimation

and switching function, which enabled to reject peri-

odical disturbance without any sacri�ce of the feed-

back characteristics. The experimental results of the

proposed method will be presented in the next oppor-

tunity.

Finally, the authors would like to note that part of

this research is carried out with a subsidy of the Sci-

enti�c Research Fund of the Ministry of Education,

Science, Sports and Culture of Japan.
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